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ABSTRACT

With a combination of modern spectroscopic techniques and numerical first prin-
ciple simulations it is possible to investigate the physico-chemical basis of the
β-amyloid aggregation phenomenon, which is suspected to be at the basis of the
development of the Alzheimer disease.

On the one hand, in fact, X-ray Absorption Spectroscopy can be successfully used
to determine the atomic structure around the metal binding site in samples where
β-amyloid peptides are complexed with either Cu2+ or Zn2+ ions. Exploiting
spectroscopic information obtained on a selected set of fragments of the natural
Aβ-peptide (Aβ1−40), the residues that along the sequence are coordinated to the
metal are identified. While copper data can be consistently interpreted assum-
ing that oligopeptides encompassing the minimal 1-16 aminoacidic sequence dis-
play a metal coordination mode which involves three Histidines (His6, His13 and
His14), in complexes with Zn2+ a four Histidines coordination mode is seen to be
preferred. Lacking a fourth Histidine in the Aβ1−16 fragment, this geometrical
arrangement hints to a Zn2+ promoted inter-peptide aggregation mode.

On the other hand, first principleab initio molecular dynamics simulations of the
Car–Parrinello type, which have proved to be of invaluable help in understanding
the microscopic mechanisms of chemical bonding both in solid state physics and
in structural biophysics, have been employed in an effort togive a theoretical basis
and find a phenomenological interpretation of the availableexperimental data on
Aβ-peptides–metal complexes. Using medium size PC-clustersas well as larger
parallel platforms, it is possible to deal with systems comprising 300 to 500 atoms
and 1000 to 1500 electrons for simulation times as long as2 ÷ 3 ps. We present
structural results that nicely compare with NMR and XAS data.
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1 Introduction

The term amyloidosis refers to a family of pathologies in which endogenous proteins
and peptides switch from the physiological soluble configuration to a pathological fib-
rillar insoluble state. They comprise a heterogeneous group of diseases (more than 20)
which are characterized by “plaques” formation [1]. Plaques are found to contain fairly
large amount [2, 3] of transition metals like Cu, Fe and Zn (the last one being the most
abundant) whose function is not yet fully understood. The interest of elucidating the
rôle of metals in amyloidosis development strongly increased after noticing that Cu and
Zn chelators can be used to solubilize the Aβ-aggregates [4, 5] which appear to make
up the fibrillar material associated with the Alzheimer’s disease (AD).

Indeed the main proteinaceous component of the amyloid brain deposition, detected
in patients affected by AD, is the so called amyloidβ-peptide (Aβ-peptide), which
originates from the cleavage of a protein called Amyloid Precursor Protein (APP). The
latter is a 770 amino acid (a.a.) long trans membrane proteincoded in chromosomal
21. Various secretases are known to be able to cut APP [6]. If the pair ofα andγ

secretases is involved in the cutting event, the result is a non-pathological, harmless
form of the peptide. On the contrary, when the cut is performed by theβ andγ pair, the
pathological, harmful Aβ-peptide form of the protein is produced. The experimental
evidence that Aβ-peptides can form complexes with Cu2+ and Zn2+ ions has attracted
a lot of interest from the scientific community. In particular there are indications that
the two ions may play opposite functions, with Cu having an inhibitory effect on the
Zn induced aggregation propensity [7].

1.1 The rôle of metals

Metals are essential cell components in all living species as they are required in many
biochemical reactions. They are also involved in a large number of functions, and metal
proteins represent about 30 % of all proteins [8, 9]. It is notsurprising, therefore, that
an unbalanced concentration of metals, either too high or too low, can result in severe
threats to the organism. This is the reason why metal metabolism and trafficking (like
uptake, delivery and removal) is accurately regulated in the cell.

It may be interesting to recall that the average total amountof Zn in human body is
around1.5 ÷ 2.5 grams, while the total average amount of Cu is much lower, around
50 ÷ 100 milligrams, but its importance is comparable or possibly higher than that of
Zn [10, 11, 12].

The concentration of Zn is particularly high in certain specialized brain areas and it
has been noticed that Zn metabolism is altered during diseases and physical stress. Be-
sides copper and zinc, many other metals (like calcium, magnesium, manganese, iron,
cobalt, and molybdenum) are involved in the metabolism of the Central Nervous Sys-
tem (CNS), as catalysts, second messengers, gene expression regulators, etc., and thus
play an essential rôle in the correct functioning of the brain. Clearly metals must be
supplied to the CNS in an optimally tuned way in order to prevent aberrant behaviour.
The transport across the Blood Brain Barrier (BBB) is the first step in the regulation
of their level in brain [13]. In this context it is interesting to note that high aluminum
content is found in temporal cortex and hippocampus and Al has been demonstrated
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to significantly alter the BBB permeability [14, 15, 16] and accelerate amyloid aggre-
gation [17]. Furthermore its co-incubation with either Zn2+ or Cu2+ was shown to
promote precipitation, but apparently without amyloid fibrils formation [18].

In the brain, metals like Cu, Zn and Fe, are normally present at fairly high concen-
tration and there are evidences that a breakdown in metal trafficking regulation has a
significant impact in the development of age-related neurodegenerative diseases [19,
20]. During neurotransmission processes high concentrations of Zn (at the level of
∼ 300 µM) and Cu (at the level of∼ 30 µM) are normally released. Release of Cu and
Zn has been considered as one of the cause of the precipitation process (which starts in
the synapse) leading to amyloid aggregation [21]. As we mentioned above, the concen-
tration level of these metals was found to be, in fact, especially high in amyloid plaque
deposits, reaching 0.4 mM for Cu and 1 mM for Zn [2].

1.2 Experimental techniques

Many techniques have been used during the last decade to try to characterize the struc-
ture of the metal binding site inβ-amyloid complexes, among which Electron Para-
magnetic Resonance (EPR) [22], Nuclear Magnetic Resonance(NMR) [22, 23, 24],
Circular Dichroism (CD) [24, 22] and X-ray Absorption Spectroscopy (XAS) [25, 26].

In this contribution we will concentrate on the XAS technique, as it displays a
number of interesting features when it is employed in the study of biological systems,
and especially in the study of metallo-proteins [27, 28, 29,30, 31, 32]. Perhaps the most
important of them is that XAS can be used for samples in any state of aggregation.
A further advantage with respect to other spectroscopic approaches is that there are
no selection rules that would extinct the signal in unlucky circumstances, with the
result that a XAS signal is always present. Finally XAS is very sensitive to the nature
of the metal absorber. It allows extracting structural information about the absorber
atomic environment through the study of the oscillations ofthe absorption coefficient
that originate from the interference between the outgoing wave of the electron (photo-
electron) kicked-off from the absorber and the back-scattered waves emerging from
the atoms surrounding it. This interference spectrum contains detailed information
about scatterer-absorber relative positions, from which the geometrical and structural
arrangement of the a.a.’s that are coordinated to the metal can be inferred with fairly
good accuracy. Data analysis requires a rather sophisticated theory where single and
multiple scattering (MS) contributions [33, 34] must be taken into account.

1.2.1 Cu-Aβ complexes

NMR studies of the Cu-Aβ1−16 complex [24] have suggested that the aromatic ring
of Tyrosine10 (Tyr10) and the imidazole groups of His6, His13 and His14 are likely
to be involved in the coordination of the peptide with the metal ion. This finding is
compatible with the XAS study performed on the Cu-Aβ1−40 complex [26].

Analysis of CD, EPR and NMR data [22] of the Cu-Aβ1−16 and Cu-Aβ1−28 sam-
ples hint, instead, at a geometrical structure where Cu is coordinated to the N-terminal
nitrogen, besides the same three, His6, His13 and His14, imidazole rings seen in the
NMR experiments of ref. [24].
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1.2.2 Zn-Aβ complexes

In the case of the Zn-Aβ1−16 complex the situation appears to be more complicated
and several coordination modes have been proposed. In particular, NMR investiga-
tions [23] have suggested a variety of inter-molecular Zn binding geometries involving
different numbers of Histidines together with the peptide N-terminus. The existence of
these peculiar inter-molecular binding modes was confirmedby XAS studies [25] on
the Zn-Aβ13−21 complex, in which pairs of peptides are found to be cross-linked by a
Zn bridge anchored to two Histidines. In further NMR studies[35, 36] also an intra-
peptide coordination mode where Zn2+ binds three Histidines and the N-terminus was
proposed. The high variability of Zn coordination according to circumstances (concen-
tration, preparation mode of the sample, etc.) has been alsoobserved in recent XAS
experiments on Zn-Aβ1−40 complexes [26, 37].

1.3 Recent XAS experiments

In this review we want to focus on the results of a thorough XASstudy carried out
on a selected set of fragments of the Aβ1−40-peptide complexed with either Cu2+ or
Zn2+ [37]. Beside confirming the general results of [26] concerning the existence of
important structural differences between Cu and Zn coordination modes, these inves-
tigations were able to elucidate the special rôle played by the N-terminal region in
binding the metal. In particular, it is found that only two Histidines residues are co-
ordinated to Cu when the first four amino acidic residues are cut out (as is the case
with the Cu-Aβ5−23 sample). It is natural to make the hypothesis that, among thethree
Histidine residues (His6, His13 and His14) relevant in metal coordination, it is His6 that
is no more available for copper binding, because binding is hindered by the proximity
of the dissociated N-terminus.

The situation with Zn-Aβ complexes is somewhat different. It is, in fact, observed
that cutting out the first four amino acidic residues of the peptide does not modify
the number of coordinated Histidine residues, as was the case for Cu complexes. The
spectrum in the so called EXAFS (Extended X-ray Absorption Fine Structure) region
remains unaltered and XAS results are in all cases compatible with four coordinated
Histidine residues, indicating that each metal ion is shared by two Aβ-peptides. The
presence of the first four amino acidic residues only affectsthe local geometry around
the Zn absorber, as it is demonstrated by the markedly different structure of the XANES
region (X-ray Absorption Near Edge Structure) of the spectrum of the Zn-Aβ5−23 sam-
ple with respect to that of all the others.

1.4 Ab initio simulations

Owing to the recent spectacular technical and architectural advances in the design of
new high performance computers, extremely powerful platforms are today available to
the scientific community which allow to attack problems of unprecedented complex-
ity in many research fields ranging from high energy particlephysics to disordered
systems, from material science to systems of biological interest [38].
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In this exciting and promising situation we have decided to set up a long term re-
search project aimed at building up a flexible computationaltool for first principleab
initio simulations especially aimed at dealing with biological macromolecules. Sys-
tems of interest in this research field are, however, extremely large (some103 atoms
and up to104 electrons) and cannot be simulated in their full complexityand for ade-
quately long times due to obvious CPU limitations. Thus a judicious modeling of the
key features of the system is necessary and an intelligent compromise must be found
between the need to have a sufficiently realistic model and the drawback of ending up
with an impossibly large number of atoms and electrons.

In this contribution we wish to present a feasibility study and the first results of the
ab initio simulations of the Car–Parrinello (CP) type2 that we have carried out in the
paradigmatic example of Aβ-metal complexes with the aim of performing a compara-
tive study of copper and zinc structural coordination modes. The experience gained by
our group in a previous similar study (we have investigated the Cu coordination mode
in the prion protein (PrP) binding sites located within the N-terminal octarepeat re-
gion [42, 43]) and the availability of a fair amount of CPU time 3 have been the crucial
ingredients that have allowed us to set up convenient modelsfor the systems we wanted
to investigate and obtain the first interesting results. Thelatter will be presented below
in sect. 3.

The alternative road to CP simulations is that of using either quantum chemistry
methods [49] or hybrid approaches, like QM/MM [50]. In general these methods have
the virtue that they allow tackling model systems of almost realistic sizes. However,
nothing is for free. The price to pay when using the first kind of approach is that one
must knowa priori the detailed atomic structure of the system, while in the second
case one has to employ classical mechanics for a large portion of the system and set up
a delicate matching procedure in the region of the system where quantum and classical
mechanics will have an overlap.

Both the above strategies have been used for the investigation of the geometrical
structure of the copper binding site in the PrP case. A non-exhaustive list of papers
can be found in refs. [51, 52, 53, 54]. Not much has been done, instead, on the impor-
tant issue of the specificity of transition metals binding properties in Aβ aggregation
processes.

1.5 Content

The content of this mini-review is the following. In sect. 2 we highlight the information
obtained from a number of experimental techniques (XAS, Optical Density (OD) and
Fourier Transform Infra-Red spectroscopy (FTIR)) concerning Cu and Zn coordination
mode in situations where these ions are complexed with several different fragments of
the Aβ1−40-peptide. In sect. 3 we describe the nature and the potentialities thatab
initio simulations of the Car–Parrinello type offer for the understanding of the available

2Good reviews on the subject as well as references to the original paper [39] can be found in [40, 41].
3We had the opportunity of using many computer facilities, among which Cineca cluster [44] (Bologna -

Italy), Fermi1 cluster [45] at E. Fermi Research Center (Roma - Italy), BEN cluster [46] at ECT* (Trento -
Italy), CERM cluster [47] (Firenze - Italy) and ALTIX 4700 [48] at Leibniz-Rechen Zentrum (LKZ) (Munich
- Germany).
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Oligopeptide a.a. sequence

Aβ1−16 H3N+-DAEFRHDSGYEVHHQK-COO−

Aβ1−28 H3N+-DAEFRHDSGYEVHHQKLVFFAEDVGSNK-COO−

Aβ5−23 H3N+-RHDSGYEVHHQKLVFFAED-COOH3N+

Aβ17−40 H3N+-LVFFAEDVGSNKGAIIGLMVGGVV-COO−

Aβ1−40 H3N+-DAEFRHDSGYEVHHQKLVFFAEDVGSNKGAIIGLMVGGVV-COO−

Table 1: The amino acidic sequence of the five Aβ oligopeptides considered in ref. [37].

experimental information and we present some preliminary results. Conclusions and
an outlook of possible future lines of investigations can befound in sect. 4.

2 XAS experimental results

For the sake of comparing different physico-chemical situations the XAS spectra of
a number of fragments of the Aβ1−40-peptide complexed with either Cu2+ or Zn2+

have been measured. These are the five oligopeptides whose sequence is reported in
Table 14. Actually the XAS data relative to the Aβ1−40-peptides were taken from [26].

These particular fragments of the Aβ1−40-peptide have been selected for a number
of different reasons. Aβ1−16 is the minimal fragment which contains all the three
Histidines (His6, His13 and His14) that have been suggested to be involved in metal
binding, while Aβ17−40 is the complementary sequence where none of these Histidines
is present. In the Aβ1−28 fragment, besides the presence of the three Histidines, a
long hydrophobic region (see below) that is believed to be relevant in the aggregation
processes is contained. The Aβ5−23 fragment was considered with the main purpose
of trying to answer the question whether the N-terminal region of the Aβ-peptide can
play any rôle in the metal binding process.

All the XAS data we will discuss here have been collected at the D2 bending mag-
net beam line of the EMBL Outstation Hamburg at DESY [55]. TheX-ray spectra of
the samples were recorded in fluorescence mode.

4Note that an H3N+ group appears also at the C-terminus of the Aβ5−23 sample. The reason why
we have this cap at the C-terminus of the Aβ5−23 is that this peptide has been sinthesized in loco using
Solid-phase peptide synthesis (SPPS) technique. In order to avoid polymerization of amino acids protecting
group are normally used. The general principle of SPPS is a repeated cycles of coupling-deprotection. The
free N-terminal amine of a solid-phase attached peptide is coupled to a single N-protected amino acid unit.
This unit is then deprotected, revealing a new N-terminal amine to which the successive amino acid may be
attached and so on. At the end of the synthesis, that proceedsfrom C-terminus to N-teminus, the peptide is
cleaved from resin, but the cleavage lives an H3N+ group atttached at the C-terminus. Avoiding C-terminus
capping would require a much more expensive method which we could not afford. In any case capping of
the C-terminus is even welcome in XAS experiments, as one does not want to have it reactive.
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2.1 XAS data analysis

XAS spectra are normally analyzed by separating out the nearedge region (the so-
called XANES region) from the EXAFS region which extends from about 50 eV above
the edge onward. In fact, the difficulty of getting a reliabletheoretical description of
the very complicated electronic processes affecting the low-energy part of the spectrum
makes its quantitative interpretation especially problematic [56, 33, 57, 58, 59]. At the
same time, however, the structure of this region of the spectrum is very sensitive to the
electronic structure of the absorber and the symmetry of thelocal environment around
it, and can yield valuable information on similarities and differences when relative
local geometries of structurally similar samples are compared [34]. At variance with
this situation, valuable quantitative structural information can be more easily extracted
from the EXAFS part of the spectrum, even starting with limited knowledge on the
atomic structural environment around the absorbing metal.

A general comparison of the XANES and EXAFS portions of the spectra of the 10
samples (5 fragments complexed with either Cu or Zn) that have been subjected to XAS
measurements reveals an interesting pattern of strong similarities and differences that
are summarized in the following Table where the equality sign means identity (within
errors) of spectral features in the region under consideration.

• XANES
(Cu-Aβ)1−16 = (Cu-Aβ)1−28 = (Cu-Aβ)1−40 6= (Cu-Aβ)5−23 6= (Cu-Aβ)17−40

(Zn-Aβ)1−16 = (Zn-Aβ)1−28 6= (Zn-Aβ)1−40 6= (Zn-Aβ)5−23 6= (Zn-Aβ)17−40

• EXAFS
(Cu-Aβ)1−16 = (Cu-Aβ)1−28 = (Cu-Aβ)1−40 6= (Cu-Aβ)5−23 6= (Cu-Aβ)17−40

(Zn-Aβ)1−16 = (Zn-Aβ)1−28 = (Zn-Aβ)1−40 = (Zn-Aβ)5−23 6= (Zn-Aβ)17−40

The comparison of the XANES and EXAFS regions of the XAS spectrum of Cu and
Zn complexes are shown in Figs. 1, 2, 3 and 4. It is worth noticing that the difference
in the level of similarities of the XANES and EXAFS region among the various Zn
samples is not a problem. Rather it should be interpreted as an evidence for the marked
flexibility of the Zn2+ coordination [60]. In Figs. 1 and 2 only the XANES spectra of
Cu- and Zn-Aβ complexes that show visibly different features among themselves are
shown.

In view of the qualitative considerations emerging from theabove figures and sum-
marized in the previous Table, one can limit the discussion to the the EXAFS spectra
of the following samples

1. (Cu-Aβ)1−16, as a prototype of (Cu-Aβ)1−16, (Cu-Aβ)1−28 and (Cu-Aβ)1−40

samples;

2. (Cu-Aβ)5−23, as its EXAFS spectrum is different from that of the samples of the
first group;

3. (Zn-Aβ)1−16, as a prototype of all Zn complexes (with the exception of (Zn-
Aβ)17−40, see below).
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Figure 1: The XANES portion of the spectra of Cu-Aβ complexes. The figure is taken
from ref. [37].

No fitting of the (Cu-Aβ)17−40 and (Zn-Aβ)17−40 data was carried out, because their
EXAFS spectra are almost identical to that of the corresponding buffer solutions (data
not shown). This similarity is very consistent with the ideathat the metal is not bound
to the 17-40 a.a. portion of the Aβ-peptide and in agreement with the absence of
conformational change displayed in FTIR experiments (see ref. [37] for more details
and Fig. 10 below).

2.2 Fitting strategy

Because of the lack of detailed structural information (no X-ray crystallographic data
are available for Aβ-peptides), in fitting our XAS data we decided to follow the strategy
advocated in [26], where it was proved that an efficient way tosingle out possible
geometries needed to start the fitting procedure of the EXCURV98 package [61] is
to extract them from Metallo-protein Database and Browser (MDB) [62]. In the fit
the constrained refinement method suggested by [63] was followed, in which the His
imidazole and the Tyr phenyl rings are treated as rigid bodies. Below we will refer to
the N-imidazole and O atoms, through which His and Tyr are respectively bound to the
absorber, as “leading atoms”. It is important to note here that, even if in general one
cannot distinguish among light scatterers (like N, O and C) only on the basis of their
individual contribution to the EXAFS signal, when acting asleading atoms they can
be generally unambiguously identified because they are tightly anchored to a large and
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Figure 2: The XANES portion of the spectra of Zn-Aβ complexes. The figure is taken
from ref. [37].

well ordered bunch of atoms.
Following the above ideas and exploiting indications coming from the literature [23,

24, 26, 36, 35], various initial geometrical models have been tried differing by the num-
ber of His’s involved in the metal coordination. The best results of the fit to the data
are discussed and presented in sects. 2.3 and 2.4. We now separately discuss results for
copper and zinc complexes.

2.3 Cu complexes

For the reasons explained in sect. 2.1, only the EXAFS spectra of the (Cu-Aβ)1−16 and
(Cu-Aβ)5−23 samples have been analyzed.

2.3.1 (Cu-Aβ)1−16

In the upper panel of Fig. 5 the fitted (black line) and experimental (gray line) spectra
of the (Cu-Aβ)1−16 fragment are shown. The modulus of the Fourier Transform (FT)
of both the experimental and theoretical spectrum is shown in the lower panel. The best
fit parameters characterizing the atomic arrangement around the absorber are reported
in Table 2 (see the Appendix for details on the meaning of the parameters reported
in the Table). We remark that the distancer, refers to the position of the “leading
atom” we have defined above. Oxygen atoms that are simply indicated with O in the
Table, belong either to a water molecule or to a.a.’s other than a His or a Tyr. One

9



Figure 3: Comparison of the EXAFS portion of spectra of Cu complexes. The figure
is taken from ref. [37].

finds that in the case of the (Cu-Aβ)1−16 complex the best fit of Fig. 5 is obtained
by including three His’s and one Tyr in the coordination sphere of the metal, plus
an oxygen atom possibly belonging to a water molecule or to ana.a. other than His
or Tyr. This structure, whose PDB is sketched in Fig. 6, is exactly the one already
proposed in [26] for the Cu environment in the case of the (Cu-Aβ)1−40 peptide. One
should notice that in the case of the (Cu-Aβ)1−16, the model in which the Tyr oxygen
is replaced by the nitrogen of the N-terminus, gives rise to afit only marginally worse
than the one whose structural parameters are reported in theTable. Consequently, on
the basis of these fits one cannot completely rule out the possibility of a coordination
with the N-terminal nitrogen. There have been, however, arguments in the literature
that tend to exclude Tyr10 as a Cu ligand [64, 65, 22, 66].

The situation one is facing here is an important example of a case whereab initio
simulations can be of help in answering a crucial structuralquestion. Namely, whether
it is the Tyr oxygen or the N-terminal nitrogen which is coordinated to copper. We will
take back this point in sect. 3.

2.3.2 (Cu-Aβ)5−23

Moving to the (Cu-Aβ)5−23 sample, a fit starting from the best previously identified
structural model for (Cu-Aβ)1−16 was first tried. A satisfactory fit could not be ob-
tained by taking the coordinated residues to be the same as inthe previous sample and
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Figure 4: Comparison of the EXAFS portion of the spectra of Zncomplexes. The
figure is taken from ref. [37].

only modifying their geometrical parameters. A geometrical configuration, inspired by
the work of [64] was then tried, in which His6 is replaced by the N-terminal amino
group. In this model Cu2+ is coordinated to two Histidines, one Tyrosine, the nitrogen
belonging to the N-terminal amino group, and one oxygen atom, A fairly satisfactory
fit is obtained in this way (Fig. 7). A sketch of the geometrical structure of the metal
environment is shown in the central panel of Fig. 6.

It must be remarked that, despite the nice appearance of the fit, its quality factor
(the so calledR-factor, see Appendix) is poorer (R ∼ 40%) than in the previous (Cu-
Aβ)1−16 case (R ∼ 28%). TheseR values are, however, consistent with the fact that
the signal-to-noise ratio was lower for (Cu-Aβ)5−23 than for (Cu-Aβ)1−16 EXAFS
data. The validity of this interpretation was checked by subjecting the (Cu-Aβ)5−23

data to a simple smoothing procedure which consists in averaging over sets of nearby
experimental points. In this way an almost exactly identical set of best fit parameters is
obtained but with a significantly reducedR-factor (R ∼ 30%). As already mentioned
in the Introduction, the fact that, by cutting out the first four amino acidic residues, the
number of coordinated Histidines passes from three to two, is a strong indication that it
is His6 the third bound Histidine, because one expects that the decreased flexibility of
the initial part of the peptide will prevent His6 (at the second position in the Aβ5−23-
peptide) to come in contact with the metal.
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Figure 5: Fit to the (Cu-Aβ)1−16 EXAFS spectrum. The figure is taken from ref. [37].

Figure 6: An artistic view of the metal environment. Left panel refers to the (Cu-
Aβ)1−16 complex, central panel to the (Cu-Aβ)5−23 complex and right panel to the
(Zn-Aβ)1−16 complex. The figure is taken from ref. [37].
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Coordinated residue N r ± ∆r Å σ2 ± ∆σ2 Å2

(Cu-Aβ)1−16

His 3 1.95 ± 0.01 0.002 ± 0.001
Tyr 1 1.95 ± 0.01 0.002 ± 0.001
O 1 2.06 ± 0.01 0.002 ± 0.001

∆EF = −10.2 ± 0.7 eV R = 28%

(Cu-Aβ)5−23

His 2 1.99 ± 0.01 0.003 ± 0.001
Tyr 1 1.99 ± 0.01 0.003 ± 0.001

N (terminus) 1 1.99 ± 0.01 0.003 ± 0.001
O 1 2.27 ± 0.01 0.003 ± 0.001

∆EF = −13.8 ± 0.4 eV R = 40%

(Zn-Aβ)5−23

His 2 1.96 ± 0.01 0.003 ± 0.001
His 2 2.00 ± 0.01 0.003 ± 0.001
O 1 2.00 ± 0.01 0.003 ± 0.001

∆EF = −6.5 ± 0.2 eV R = 23%

Table 2: The best fit parameters characterizing the atomic arrangement around the
absorber. First and second columns show type and number,N , of coordinated chemical
groups (atom or residue); third and fourth column, distance, r, from the absorber to the
coordinated atom or to the leading atom of the coordinated residue and corresponding
value of Debye-Waller (DW) factors,σ2. Errors for distances and DW factors are
written next to each parameter. For each sample the Fermi energy shift,∆EF , and the
quality factor,R, of the fit are reported in the last row.
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Figure 7: Fit to the (Cu-Aβ)5−23 EXAFS spectrum. The figure is taken from ref. [37].

2.4 Zn complexes

2.4.1 An observation

Before going through the analysis of Zn2+ complexes, it should be mentioned that
data collected in [26] have shown that solution and pellet Znpreparations lead to very
different structural arrangements around the metal. In that paper it was also argued that
in the solution preparation chlorine ions (present at fairly high concentration because
HCl was used to adjust the pH in the Tris buffer used in the experiments) are able to
come sufficiently near to Zn to be detectable. Since chlorineions are certainly not
present at such an high concentration in physiological conditions, in [37] NEMO (and
not Tris) was used as a buffer. As expected, this modificationaffects Zn2+, but not
Cu2+, data. In fact, no appreciable modification of the whole XAS spectrum of (Cu-
Aβ)1−40 is visible when comparing the old data obtained with the Trisbuffer to the
data where the NEMO buffer is employed.

The situation is rather different for the (Zn-Aβ)1−40 complex, as data collected
when the latter was dissolved in the NEMO buffer [37] are definitely different from
those collected in [26] where the Tris buffer was used. For the comparative study
between Cu and Zn complexes the (Zn-Aβ)1−40 data of ref. [37] should be employed
as they are more homogeneous to those of the Cu complexes and nearer to physiological
solution conditions.

Just like in the case of Cu complexes, the EXAFS spectra (see Fig. 4) of (Zn-
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Aβ)1−16, (Zn-Aβ)1−28 and (Zn-Aβ)1−40 are all equal within errors, while the (Zn-
Aβ)17−40 sample shows a spectrum almost identical to that of Zn2+ in buffer (data not
shown). These facts taken together confirm that the absence of the first 16 amino acidic
residues prevents metal binding to occur. However, at variance with Cu complexes,
here also the EXAFS spectrum of (Zn-Aβ)5−23 is very similar to the spectrum of the
three Zn samples comprising the first four a.a.’s of the Aβ-peptide sequence, namely
(Zn-Aβ)1−16, (Zn-Aβ)1−28 and (Zn-Aβ)1−40.

Above the difference of the (Cu-Aβ)5−23 EXAFS spectrum with respect to that
of the other Cu complexes was attributed to the absence of theCu-His6 coordination
bond. From this observation and the strong similarity of theEXAFS spectra of the four
Zn complexes (Zn-Aβ)1−16, (Zn-Aβ)1−28, (Zn-Aβ)1−40 and (Zn-Aβ)5−23, one can
conclude that in all Zn samples His6 is never involved in metal coordination (obviously
His6 is not even present in (Zn-Aβ)17−40). As a prototype of the above four (almost)
identical Zn complex spectra, only the (Zn-Aβ)1−16 EXAFS have been subjected to a
quantitative analysis.

2.4.2 (Zn-Aβ)1−16

In order to fit the XAS spectrum of the (Zn-Aβ)1−16 sample, a set of initial models
was chosen according to the strategy illustrated above in sect. 2.3. In particular, vari-
ous starting geometrical structures from MDB [62] databasehave been selected among
those having the desired number of Histidine residues boundto the metal. When nec-
essary, the geometry of the initial atomic configuration wasmanually adjusted to better
match available experimental information. The best fit, shown in Fig. 8, is obtained by
including four Histidines and one oxygen in the Zn2+ coordination sphere. A sketch
of the Zn environment obtained after fitting the data of the (Zn-Aβ)1−16 complex is
shown in right panel of Fig. 6.

The existence of this peculiar structure (with four Histidines coordinated to the
metal) is of the utmost relevance from a structural point of view and it is perhaps the
most interesting outcome of the experimental investigation described in this review.
Recalling, in fact, that each Aβ-peptide only contains three Histidines, the result illus-
trated above means that in order for the metal to be coordinated to four Histidines, at
least two different peptides must be involved in the Zn2+ binding mode.

The conclusion of this analysis gives support to the idea that Zn2+ is able to bind to
Aβ-peptides in a much less rigid way than Cu2+. This finding is in agreement with the
results reported in [26], where it was shown that the number of Histidines coordinated
to Zn2+ in the (Zn-Aβ)1−40 complex, is correlated to the procedure employed in the
sample preparation.

2.5 Optical density and FTIR measurements

Visible differences in metal binding modes between Cu and Znare confirmed by com-
plementary OD and FTIR experiments [37], which also suggestthat the the type of
metal coordination is correlated with the metal ability of promoting aggregation (Fig. 9)
and secondary structure switching (Fig. 10).
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Figure 8: Fit to the (Zn-Aβ)1−16 EXAFS spectrum. The figure is taken from ref. [37].

2.5.1 Optical density measurements

In Fig. 9 the percentages of aggregation for the 5 samples of Table 1, as measured
in OD experiments are reported using a self-explanatory barcode. For each peptide
three different preparations are subjected to OD measurements, namely the peptide
dissolved in the buffer in the absence of any metal (left bar)and the peptide dissolved
in the buffer in the presence of 70µM Me2+, where Me2+ is either Cu2+ (middle bar)
or Zn2+ (right bar). As a general feature, we see that in the absence of metal none of the
samples show signs of aggregations within error bars. Furthermore it is confirmed that
the percentage of aggregation is not zero within errors in the presence of metal ions,
with Zn being more effective than Cu, and that the percentageof aggregated peptide is
significantly higher for Aβ1−40 than for all the other peptides [37].

2.5.2 FTIR measurements

FTIR can give useful information on the conformational arrangement of peptides. In
the absence of metals, the FTIR spectra of Aβ1−28, Aβ5−23, Aβ1−40 and Aβ17−40

show a peak (Fig. 10) in a wave-number region typical of aβ-sheet secondary struc-
ture, corresponding tok ∼ 1630 cm−1, while for the Aβ1−16 sample the peak is at a
wave-numberk ∼ 1654 cm −1, typical of anα-helix structure. When Cu is present a
conformational change fromβ-sheet toα-helix secondary structure is expected. Ac-
tually a quite pronounced conformational change in the caseof Aβ1−40 and Aβ1−28
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Figure 9: OD data. The figure is taken from ref. [37].

is observed, signaled by the fact that the characteristic FTIR peak moves toward the
wave-number typical of anα-helix structure.

A similar shift does not occur in the case of the Aβ17−40 and Aβ5−23 fragments.
In the case of Aβ17−40 this fact may be taken as an indication that Cu does not bind
to the peptide, possibly as a consequence of the fact that allHistidines are removed
from it. As for the Aβ5−23 fragment, the situation is more subtle. In [37] the absence
of a structural change was not attributed to the fact that Cu does not bind to the pep-
tide, but rather to the circumstance that, owing to the structural stress induced by the
absence of the first 4 a.a.’s, His6 is not anymore bound to the metal. In other words
FTIR measurements are suggestive for a special rôle played His6 in determining the
secondary structure switch induced by copper. Of course nothing special happens to
the Aβ1−16 fragment, which is in anα-helix secondary structure even in the absence of
Cu. Despite its stronger aggregating activity, Zn has almost no effect on peptide con-
formation. This is consistent with the hypothesis [23] according to which Cu is mainly
involved in intra-peptide binding (with conformational change), whereas Zn promotes
inter-peptide binding, hence, possibly aggregation (withno conformational changes).

2.6 Summary of experimental results

Detailed XAS measurements on fragments of various length ofthe Aβ1−40-peptide
in complex with either Cu or Zn have been collected and analyzed with the aim of
determining the precise position and the local atomic structure of the metal binding
site.

Putting together the results of various complementary experimental techniques, it
can been concluded that an intra-peptide type of coordination mode is visible in Cu-
Aβ-fragment complexes with the metal bound to the three Histidines (His6, His13 and
His14) and possibly Tyr10 giving rise to a rather rigid and stable peptide structure (see
left panel in Fig. 6).
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Figure 10: FTIR data. The figure is taken from ref. [37].

Results concerning Zn complexes indicate instead, in agreement with suggestions
coming from the work of [23], that in the presence of zinc a network of Aβ-peptides
is formed with the metal stabilizing the structure by binding Histidines (from two to
four, see also [67]) belonging to adjacent peptides. This structural arrangement points
towards a propensity of Zn to form more flexible and open coordination geometries,
hence to promoteβ-amyloid aggregation.

The great complexity of the experimental landscape that emerges from the analysis
we presented in this mini-review was a strong motivation forenlarging our research
interests in the direction of trying to get an understandingof the atomic basis of the
key steps that are at the root of misfolding and aggregation processes. Along these
lines the development of a ready-to-use and technically advanced know-how (algo-
rithms and codes) aimed at dealing withab initio simulations of large and structured
systems is necessary. We then started a long-term project with the aim of setting up
a general strategy for quantum mechanical “first principle”simulations of the CP type
for systems with O(103) degrees of freedom, the first steps of which have been pub-
lished in refs. [42, 43]. Further applications to the case ofAβ-peptides are discussed
and reported in the next section.

3 Car–Parrinello Molecular Dynamics simulations

In this part of the review we want to discuss howab initio simulations (in particular
“Car–Parrinello Molecular Dynamics” (CPMD) simulations)can be profitably used to
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interpret experimental results and possibly discriminateamong different models thanks
to the detailed atomic information that numerical methods can provide.

CPMD simulations have been largely and very successfully used in many research
areas ranging from solid state physics to biological systems. Among the numerous
papers in these areas, see for instance those quoted in refs.[68] and [54], respectively.
As we said, in applications to metal–protein complexes CPMDwas employed and
validated in a detailed structural study of the copper binding sites located in the un-
structured octarepeat region of PrP [42, 43].

3.1 The pro’s and con’s of CPMD simulations

The use of quantum mechanical (QM) methods (as opposed to purely classical MD
approaches) for computing the force field felt by atoms is mandatory in the study of
metal–protein complexes for two reasons. One is of a technical nature and has to do
with the presence of a metallic (doubly charged) ion in the system, which makes much
safer the use of first principle simulations, as they embody charge polarization and
screening, rather than the use of classical MD which would require employing one of
the rather sophisticated, but still not fully satisfactory, algorithmic tricks that have been
developed to deal with the situation where the long range Coulomb interactions are
present [69]. The second reason is more fundamental and it isrelated to the fact that it is
the main purpose of any structural study to identify the nature of metal ligands. This is
of course something which is not knowna priori and should be the main outcome of the
investigation rather than an input as would be the case if onedecides to employ classical
atomic force fields. We wish to mention, however, that there have been interesting
classical MD simulations of stacks ofβ-amyloid peptides (in the absence of metals)
which confirm experimental indications [70] about the peculiar way in which in their
early stage of aggregation peptides may be packed and structured [71].

An obvious limitation to the use of quantum-mechanical numerical simulations is
the foreseeable very short length of the CPMD trajectory (few picoseconds for sys-
tems of the size one is interested in here) which certainly can never be as extended
as one would like it to be. However, in the light of the drawbacks of using classical
MD described above, one may still decide to use QM methods accepting the practical
limitations that go with this methodological choice. A possible way to cope, at least
partially, with the difficulties related to the conflict between the need to deal with a
realistically large system and the consequent limitationsconcerning the length of the
simulated trajectory could be to exploit the possibilitiesoffered by the recently devel-
oped mixed classical/quantum-mechanical methods, like QM/MM [50]. For lack of
space we will not discuss this possibility any further in this review.

In any case there are good reasons (supported by a quite long experience in the
field of CPMD simulations) which make one to believe that already a few picosecond
trajectory can give useful information on structural problems like those we are deal-
ing with here (i.e. identification of primary metal ligands). The argument is based on
the observation that CPMD simulations can be thought of as a way of successively
computing the electronic density while atoms move slowly around. From this perspec-
tive CPMD may be considered not so terribly different from genuine DFT or quantum
chemistry computations [49], provided one can live with thetwo well known problems
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of the CPMD method. Namely, the fact that excited electronicstates are essentially
inaccessible and that atoms will only be able to explore a region of the phase space not
too distant from their initial configuration.

It is interesting to note that the application of CPMD methods to the problem at
hand here is not set back by any of these two limitations. In fact, what one wants
to identify and characterize are the possibly different coordination modes of zinc and
copper ions when complexed with various portions of the Aβ1−40 peptide. Indeed one
is only interested in understanding what could be the specific rôle of these metals just
in the very first steps of a possible aggregation process, where equilibrium is not yet an
issue. This more modest approach is still of great relevancebecause it looks that only
the compounds that are formed in the very early stages of the aggregation process are
pathological. The subsequent steps of mesoscopic fibril formation may on the contrary
have a protective effect against neurodegenerative processes [72]-[74]. In any case it
is driven by an extremely complicated dynamics which at the moment is beyond any
possible atomistic description.

Two further issues remain to be discussed. One is the choice of the initial config-
uration for the successive CPMD simulations. The second is the extent to which the
method is capable of performing an exhaustive exploration of the system phase space.
Both problems are of the greatest importance, but in this special case are fairly well
kept under control because the system configurations from which CPMD simulations
are started off are taken from experimental structural data(NMR, EPR, XAS). Fur-
thermore one is in the rather favourable situation where thevery compact arrangement,
detected in experiments (see Fig. 11 taken from ref. [36]), that the system takes in the
presence of metals, significantly reduces the magnitude of the actually accessible phase
space.

3.2 The ESPRESSO package for CPMD simulations

A parallel version of the freely available Quantum-ESPRESSO package (opEn-Source
Package for Research in Electronic Structure, Simulation,and Optimization [75, 76])
which incorporates Vanderbilt ultra-soft pseudo-potentials [77] and the PBE exchange-
correlation functional [78] was used for all the CPMD simulations discussed in this
section. Electronic wave functions were expanded in plane waves up to an energy cutoff
of 25 Ry, while a 250 Ry cutoff was used for the expansion of theaugmented charge
density in the proximity of the atoms, as required by the ultra-soft pseudo-potential
scheme. The choice of ultra-soft pseudo-potential was dictated by the fact that the
light atoms of our systems, namely hydrogen, nitrogen, oxygen, carbon, would have
required an impossibly high cutoff when standard norm conserving pseudo-potentials
are employed [77].

To minimize finite volume effects periodic boundary conditions are imposed to the
system. This choice has the extra bonus that the resulting geometry is well suited
for plane wave expansion. The molecule is inserted in a supercell (filled with water
molecules at 1 gr/cm3 density) with sufficiently large linear dimensions to ensure a
separation between nearest replicas of the system to have negligible spurious electro-
static self-interactions. For neutral systems a separation of 4.5÷5 Å is considered to be
sufficient. For charged systems a separation of at least 8 Å isrequired.
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CPMD calculations have been performed under spin-restricted conditions. This
approximation is adequate for the kind of systems we are interested in this review,
where only a single metal ion is present at the time. In a previous work [42] the realm of
applicability of this simplified computational approach was studied with the conclusion
that the effect of the spin polarization is negligible and can become relevant only when
more than one metal ion are simultaneously present.

3.3 Setting up the simulated model systems

As we said, the main goal of the CPMD simulations we are going to present is to
investigate, in the important instance of Aβ-peptides, the rôle played by metallic ions
(specifically copper and zinc) in giving the protein its functionality or, on the contrary,
in transforming it into a pathogenic conformer.

There exist in the literature somewhat conflicting results about the Cu coordination
modes in Aβ-peptides. On the one hand, in fact, NMR data on copper complexed with
Aβ1−28 [22] and Aβ1−40 [36] peptides suggest that three Histidines (His6, His13 and
His14) are coordinated to the metal with the fourth ligand being a nitrogen from the
N-terminus. On the other, XAS experiments on various portions of the natural Aβ1−40

protein [26, 37] and NMR/EPR experiments on the Aβ1−28 peptide [79], as well as
NMR data on the Aβ1−16 [24] fragment, all point to the conclusion that, besides the
same three Histidines, the fourth copper ligand is the Tyr10 oxygen. In this context it
should be remarked that, as we work at pH=7, it is an open question (which simulations
can possibly clarify) whether the Tyr hydroxyl radical can really be deprotoned when
binding a metal in view of the fact that pK(Tyr)=10.9 [80].

Clarifying the metal coordination mode in the various instances is not without in-
terest, because it is expected that the more or less open structure of the peptide can
strongly influence its aggregation propensity. Typically one may suspect that a coor-
dination mode where the N-terminus is not bound to Cu will give rise to a more open
geometry, which would probably be more prone to aggregation.

We have thus set up three specific model systems (termedS1, S2 andS3 in the
following) for CPMD simulations to try to elucidate some of the above points. As
we explained, the detailed structure of the models we have set up is the result of the
compromise between the need of having a sufficiently realistic description of the actual
physical system and the impossibility of dealing with too many atoms and electrons.
According to this criterion we have built up the simulated systems as follows. First of
all we have decided to limit our attention to the Aβ1−14 segment (see Table 1) where
the copper binding site is known to be located. Secondly, since, as recalled above, the
three Histidines, His6, His13 and His14 have been positively identified as Cu ligands,
they are all explicitly included with their full atomic detail. As for the other a.a.’s, we
have considered somewhat different choices forS1, S2 andS3, as detailed below.

3.3.1 • S1 •

- Of the a.a.’s from 1 to 6, besides their backbone, only the lateral chains of Asp1,
Glu3 and His6 are retained. Among the remaining a.a.’s (from 7 to 14) only His13 and
His14 are included in the model.
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Figure 11: Sketch of N-terminal region of the Aβ1−40 peptide. The figure is adapted
from ref. [36].

- The C-terminus is capped in the usual way (i.e. by an NHCH3 group), while
the N-terminus of the fragment is left open (with an ending NH2 group) to allow for
possible Cu binding with loss of the amine hydrogen. The His13-His14 dipeptide is
capped with a CH3CO group at its N-terminus and again by an NHCH3 group at its
C-terminus.

- The system, solvated with 125 water molecules, is contained in a box of volume
V=14x19x19 Å3. In this way density is equal to 1 g/cm3. Periodic boundary conditions
are used and the size of the box has been chosen in such a way that the nearest copies
of the same atom are separated by 5 Å.

- The whole system is neutral as the double positive charge ofCu+2 is balanced by
the sum of the negative charges of Asp1 and Glu3.

- All in all, the total number of atoms of the system (including copper and water
molecules) is 494, while that of electrons is 1369.

- The initial peptide configuration for the CPMD simulationshas been taken from
the PBD file of ref. [35] with Cu replacing Zn.

3.3.2 • S2 •

- The backbone of the whole peptide is retained together withthe lateral chains of
Asp1, His6, Tyr10, Glu11, His13 and His14.

- The C-terminus is capped in the usual way (i.e. by an NHCH3 group), while
the N-terminus of the fragment is left open (with an ending NH2 group) to allow for
possible Cu binding with loss of the amine hydrogen.

- The system, solvated with 225 water molecules, is contained in a box of volume
V=22x23x20 Å3. In this way density is equal to 1 g/cm3. Periodic boundary conditions
are used and the size of the box has been chosen in such a way that the nearest copies
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of the same atom are separated by 5 Å.
- The whole system is neutral as the double positive charge ofCu+2 is balanced by

the sum of the negative charges of Asp1 and Glu11.
- All in all, the total number of atoms of the system (including copper and water

molecules) is 838, while that of electrons is 2311.
- The initial configuration for the CPMD simulations has beentaken from a 8 ns

long classical MD simulation of the whole (Cu-Aβ)1 − 16 peptide in water with His6,
His13, His14 and Tyr10 bound to Cu. For this step the package GROMACS [81] was
used.

3.3.3 • S3 •

- The backbone of the whole peptide is retained together withthe lateral chains of
Asp1, His6, Tyr10, Glu11, His13 and His14.

- The C-terminus is capped in the usual way (i.e. by an NHCH3 group), while
the N-terminus of the fragment is left open (with an ending NH2 group) to allow for
possible Cu binding with loss of the amine hydrogen.

- The system, solvated with 223 water molecules, is contained in a box of volume
V=20x24x20 Å3. In this way density is equal to 1 g/cm3. Periodic boundary conditions
are used and the size of the box has been chosen in such a way that the nearest copies
of the same atom are separated by 5 Å.

- The whole system is neutral as the double positive charge ofCu+2 is balanced by
the sum of the negative charges of Asp1 and Glu11.

- All in all, the total number of atoms of the system (including copper and water
molecules) is 832, while that of electrons is 2295.

- The initial configuration for the CPMD simulations has beentaken from a 6 ns
long classical MD simulation of the whole (Cu-Aβ)1 − 16 peptide in water with His6,
His13, His14 and the N-terminus are bound to Cu. For this step the package GRO-
MACS [81] was used.

We notice that systemsS2 andS3 are very similar. The only difference is in the fact
that in the first case together with His6, His13, His14, Tyr10 is within a binding distance
from Cu, while in the second case it is the peptide N-terminuswhich is initially near to
Cu. Furthermore, since CPMD simulations are started from configurations taken after
some few ns MD, the numbers of water molecules needed to fill the volume at unit
density are slightly different for the two systems. This is because the elongation of the
two peptides, and hence the volume they occuy, are slightly different (we recall that we
want to have a fixed separation of 5 Å between adjacient imagesof the peptide in order
to avoid unphysical interactions). For reader’s convenience we sketch in Figs. 12 the
initial atomic structure of the model systemsS1, S2 andS3.

3.3.4 Starting CPMD

Given the foreseeable very short duration of CPMD simulations (certainly not more
than 10 ps), it is of the utmost importance to control the biaswhich is introduced by the
choice of the initial atomic configuration from which the CP dynamics is started. Thus
it is mandatory to start from either by some available PDB data (like the ones obtained

23



Figure 12: The atomic structure of theS1, S2 andS3 model systems. Colours are as
follows: gray is H, red is O, green is C, blue is N and magenta isCu.

in crystallography or NMR) or, lacking any such information, from some accurately
equilibrated and thermalized configuration with the purpose of avoiding (or at least
minimizing) biases and instabilities.

To cope with this problem we have started our CPMD simulations of systemS1

from the NMR data provided by ref. [35] (simply replacing Zn with Cu). For the
systemsS2 andS3 a different strategy was used. Namely it was decideed to takeas
the initial structures for the successive CPMD simulationsthe configurations resulting
after running very long (few ns) classical MD simulations. For this purpose preliminary
very long MD simulations using GROMACS [81] were carried outfor theS2 andS3

systems, until equilibration at 300 K was reached. The collected trajectories were 8 ns
and 6 ns long, respectively. In Fig. 13 the stability of energy as a function of time can
be appreciated.

In the present instance a further important question is to decide whether His6, His13,
His14 are bound to Cu through Nδ or Nǫ. Unfortunately there is no full agreement in
the literature. We report in Table 3 the most recent experimental findings on this issue,
together with the choice made in the recent theoretical investigations of refs. [84, 85]
and by our group. Similarly conflicting indications come from the structures collected
in the MDB [62] database.

At this point, guided by the experience we acquired in our previous work [42], we
have proceeded to minimize stresses and strains among atomswhile electrons were adi-
abatically pushed to vanishing temperature, exploiting the numerical facilities available
in the ESPRESSO code. After these preparatory maneuvers, the actual CPMD simula-
tion can be started. More in detail the general protocol which we are following in our
CPMD simulations consists in the four sequential steps briefly described below.

1. Minimization of electronic energy with fixed atomic positions.
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ref. year metal technique His6 His13 His14

[82] 2001 Cu EPR Nǫ Nǫ Nǫ

[22] 2004 Cu EPR Nǫ Nǫ Nǫ

[79] 2005 Cu EPR Nǫ Nǫ Nǫ

[24] 2006 Cu NMR Nδ Nδ Nδ

[35] 2006 Zn EPR Nδ Nǫ Nδ

[83] 2007 Cu NMR Nǫ Nǫ Nǫ

[36] 2007 Cu and Zn NMR Nǫ Nǫ Nδ

[84, 85] 2005, 2007 Cu DFT+MD Nδ Nδ Nδ

this work 2007 Cu CPMD Nδ Nǫ Nδ

Table 3: In the first and second column we report the referenceand the year in which
the experiment was done. In the third column we indicate the employed experimental
technique and in the fourth whether Cu or Zn complexes were considered. In the fifth,
sixth and seventh column we specify the type of nitrogen atombound to His6, His13,
His14, respectively. In the last two lines the choices mades in thetheoretical works are
reported.

Figure 13: The energy history of classical MD simulations oftheS2 andS3 model
systems.

25



2. Minimization of total energy as a function of both atomic and electronic degrees
of freedom of the full system.

3. Two (or more according to need) short (from 0.25 to 0.6 ps) preliminary sequen-
tial CPMD simulations at increasing atomic temperatures, using a Nosé–Hoover
thermostat [86] coupled to atomic degrees of freedom, and kept at the desired
temperature.

4. The final CPMD simulation of appropriate length at an atomic temperature of
300 K, using the same thermostat as in 3.

Thermalization in step 3. is necessary to slowly attain roomtemperature, thus
avoiding that temperature oscillations affect in an uncontrolled way the approach of
electrons to their ground state. The velocity-Verlet algorithm [87] for integrating the
CP equations of motion was used with a time step of 0.12 fs.

3.4 Feasibility studies

We have first carried out a preliminary detailed feasibilitystudy on the possibility of
simulating the systemS1 on different platforms. We have tried the two PC-clusters and
the large parallel machine whose characteristics are specified here below.

• Fermi1 Linux-clusters (E. Fermi Institute, Rome - Italy) based on 1.7 GHz Pen-
tium IV processors [45].

• BEN Linux-cluster (ECT∗ Institute, Trento - Italy) based on Intel/Xeon-28 GHz
processors [46],

• ALTIX 4700 (LKZ, Munich - Germany) based on Intel Itanium2 Madison 9M
1.6 GHz processors [48].

Estimated CPU times for a 1.2 ps long CPMD simulation (with a time step of
0.12 fs, this corresponds to 104 simulation steps) are given in Table 4 for a 16 node
configuration. Though these numbers refer to theS1 system, we have checked that
within a factor of two they are also representative of the CPUsimulation times required
for the largerS2 andS3 systems.

Looking at Table 4 we see that, although not completely unreasonable, that CPU
times attainable on PC-clusters would prevent a comfortable study of the metal coor-
dination mode, as a thorough investigation would require (for each system) at least a
factor of five more CPU time (thus something like about one to two year of full running)
in order to allow for electron minimization, atomic equilibration and a CP simulation
of say 4 ps. The conclusion of these considerations is that inpractice it not possible to
run our model systems on a medium-size PC-clusters.

Fortunately we had the chance of carrying out a study of the scaling of CPU times
with the number of nodes for the same model system on the ALTIX4700 computer. In
its present configuration (9728 nodes) the machine is capable of attaining a peak per-
formance of 62.3 Teraflops. We have run on it exactly the same systemS1 we tried on
Fermi1 and BEN clusters, obtaining the scaling plot shown inFig. 14. The gain in using
the ALTIX machine is really remarkable. When we compare the performances summa-
rized in Table 4, we see that not only ALTIX in its 16 node configuration is about 4 to 5
time faster than BEN or Fermi1, but the nice scaling of CPU times with the number of
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Platform CPU hours for104 steps

Fermi1 in a 16 node config. 1650
BEN in 16 a node config. 1300

ALTIX in a 16 node config. 300

Table 4: CPU time in hours for a104 step CPMD trajectory (corresponding to 1.2 ps
real time) for the Aβ-peptide model systemS1, comprising 494 atoms and 1369 elec-
trons.

Figure 14: The scaling of the ALTIX 4700 CPU time with the number of nodes. The
vertical axis is in minutes.

nodes (up to 64 nodes, see Fig. 14) may be profitably exploitedto significantly speed up
the simulations. With the conservative choice of a 64 node configuration one can attain
computational times that allow to produce104 steps (1.2 ps) in only 120 hours. Since
these estimates are expected to be similarly good for the complexes where copper is
replaced by zinc, we conclude that the whole research project of comparing copper and
zinc structural properties in Aβ-complexes is perfectly feasible in a reasonable amount
of time.

3.4.1 The size of the model systems

Before presenting our preliminary results, we wish to add a few comments on the
crucial question concerning the size of the systems we have begun to simulate. In our
opinion the models we have set up for the study of Cu-Aβ complexes capture rather
well the essential features of the structural atomic arrangement around the metal ions
suggested by experiments (mostly NMR and XAS).

Comparison of simulation data of systemsS1 with the more realisticS2 andS3 will
also give us information about the reliability of the downsizing of the real Aβ-peptide
system we have been obliged to make.

Of course one can be worried by the fact that for practical reasons our model sys-
tems display more or less simplified structures with respectto the full solvated (Cu-
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Aβ)1−16 complex. Thus we would like to give arguments to further support the kind
of approach that we have decided to follow.

1) First of all we must stress that the preparatory classicalMD simulations carried
out to provide the initial starting configurations for theS2 andS3 CPMD simulations
have been performed using the whole solvated (Cu-Aβ)1−16 complex modeled in its
full atomic detail. It is only when we move to CPMD simulations that the two systems
are “reduced” to the models described in sects. 3.3.2 and 3.3.3.

2) The “reduced” systems we have set up are certainly not thatsmall on the scale
of what has been done in the literature in the framework of CPMD simulations or DFT
computationms. Rather, to our knowledge, they are among thelargest ever tried.

3) In any case it is our intention to complement and extend QM computations with
simulations based on QM/MM. By treating with classical mechanics the outer part of
the peptide and the solvent, while leaving for a quantum mechanical treatment only the
nearest environment around the metal, one will be able to explore more thoroughly the
interesting part of the (Cu-Aβ)1−16 phase space and for longer simulation times.

3.5 Some preliminary results

We report in this section the first few results we got from the our classical and CPMD
simulations for the three systems we have set up for the studyof the conformational
properties of Cu-Aβ complexes.

3.5.1 TheS1 system

Starting from the atomic configuration suggested by the NMR experiments of ref. [35]
(with Cu replacing Zn), a thermalization step consisting oftwo simulations of 0.6 ps at
100 and 200 K was first carried out for the systemS1. After that, a CP trajectory 1.4 ps
long at room temperature (300 K) was collected.

• Results– The main result of the simulation is that, starting from a configuration
where, besides the imidazole rings of His6, His13 and His14, the nitrogen of the N-
terminus was lying within the Cu coordination sphere, the system ended up in a state
where only the three Histidine remained coordinated to copper, while the N-terminal
nitrogen was moving far out from it. This feature is clearly visible comparing Figs. 15
and 16, where as functions of time (for completeness also thehistory of the initial
thermalization steps is reported) the distances from copper of the nitrogen atom of the
N-terminus and of Nδ, Nǫ and Nδ of the imidazole rings of His6, His13 and His14,
respectively, are displayed. From the figures it is clearly seen that the N-terminal ni-
trogen moves quickly away from copper reaching a distance ofabout 7 Å at the end of
our simulation.

One might suspect that this result is the consequence of a distorted non-planar
geometry around Cu. Actually this is not so. We report in fig. 17 the time history of the
diedhral angle Nδ(H6)–Cu–Nǫ(H13)–Nδ(H14) from which it is clearly seen that after
some initial time the system relaxes and oscillates around aconfiguration where the
bound nitrogens around Cu are in a planar geometry.

Thus our preliminary simulations on the systemS1 do not seem to confirm the
conclusions drawn from their NMR measurements in refs. [22]and [36], according to
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Figure 15: The time history of the distance from Cu of Nδ(His6) (blue curve) and of
the N-terminal nitrogen (red curve).

Figure 16: The time history of the distance from Cu of Nǫ(His13) (red curve) and
Nδ(His14) (blue curve).
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Figure 17: The diedhral angle Nδ(H6)–Cu–Nǫ(H13)–Nδ(H14) as a function of the CP
simulation time.

which the N-terminal nitrogen is one of the Cu ligand.
• CPU-time requirement– The whole quantum-mechanical part of the CPMD sim-

ulation performed on theS1 system was carried out on a 64 node configuration of the
ALTIX 4700 supercomputer and took∼ 300 CPU hours for a total of about 20000
CPMD steps. This means something like 20000 hour/node. CPU times of this kind are
very reasonable and can easily allow us to go on extending thelength of the existingS1

trajectory and moving to the simulation of the related (but larger)S2 andS3 systems.

3.5.2 TheS2 and S3 systems

In order to cross-check this conclusion we decided to move tothe more realistic sys-
temsS2 and S3 with the purpose of comparing the two situations where either the
N-terminus (S2) or the oxygen of Tyr10 (S3) is coordinated to Cu at the initial step of
their respective CPMD simulations. The possibility that the Tyr10 oxygen is the fourth
Cu ligand was suggested in ref. [24] and confirmed in refs. [26, 37].

The study of systemsS2 andS3 is in a very preliminary stage. At the moment
we have finished with classical MD simulations and produced well equilibrated initial
atomic configurations usable for the successive CPMD simulations. With these config-
urations we have started the long procedure described in sect. 3.3.4, finishing steps 1.
and 2.

Even at this preliminary stage systemsS2 andS3 already show some interesting
difference. Namely, despite the fact that at the very beginning of the classical MD sim-
ulations Nδ(H6), Nǫ(H13) and Nδ(H14) were located in the same positions around Cu
in both systems, after finishing classical MD and gone through the atomic energy min-
imization step of ESPRESSO, quite different geometrical arrangements are reached.
In fact, Figs. 18, 19 and 20, which refer to systemS3, show that a planar geometry
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Figure 18: The behaviour of the diedhral angle Nδ(H6)–Cu–Nǫ(H13)–Nδ(H14) during
the atomic energy minimization step of the systemS3. The horizontal axis is the
number of steepest descent steps.

around Cu, similar to the one we saw in the case of theS1 system (see Fig. 17), is
established for the four initially bonded atoms (N-terminus nitrogen, Nδ(H6), Nǫ(H13)
and Nδ(H14)). The situation looks completely different in the case of theS2 system,
where the dihedral angle Nδ(H6)–Cu–Nǫ(H13)–Nδ(H14) is always far from 180◦ (see
Fig. 22).

We might thus expect to see that during the successive quantum-mechanical step of
the CPMD simulation the N-terminus nitrogen will leave the Cu coordination sphere
in the case of theS3 system, as happened in theS1 case. The question remain opens
whether the initially Cu coordinated Tyr10 will remain within a bonding distance from
the metal or not in the case of the systemS2.

4 Conclusions and outlook

Although we are still far from a clear understanding of the rôle of metals in protein
misfolding and/or aggregation, experimental and theoretical studies seem to point to a
rather complex structural scenario.

In the instance of PrP it has been shown [29] that copper binding to the octare-
peat region favours aggregation, possibly owing to an intermediate dimer formation
mechanism [42], with the opposite being true when Cu bindingoccurs in the PrP core
region [53].

In the case of Aβ-peptides experimental information [26, 37] again point toa
marked different behaviour depending on whether copper or zinc is involved in the
game. While Cu is bound in a rather packed and stable configuration, Zn binding is
more flexible and seems to be able to give rise to networks of cross-linked peptides [23].
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Figure 19: The behaviour of the diedhral angle N-terminus–Cu–Nǫ(H13)–Nδ(H14)
during the atomic energy minimization step of the systemS3. The horizontal axis is
the number of steepest descent steps.

Figure 20: The behaviour of the diedhral angle N-terminus–Nδ(H6)–Cu–Nǫ(H13) dur-
ing the atomic energy minimization step of the systemS3. The horizontal axis is the
number of steepest descent steps.
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Figure 21: The diedhral angle N-terminus–Nδ(H6)–Cu–Nǫ(H14) during the atomic
energy minimization step of the systemS3. The horizontal axis is the number of
steepest descent steps.

Figure 22: The behaviour of the diedhral angle Nδ(H6)–Cu–Nǫ(H13)–Nδ(H14) during
the atomic energy minimization step of the systemS2. The horizontal axis is the
number of steepest descent steps.
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From the theoretical point of view, numerical simulations of the Cu complexes
have just started and at the moment it is premature to try to draw any conclusion from
the numerical data that have been collected. In addition comparison with simulations
where Cu is replaced by Zn must be carried out to enlight similarities and differences
in the metal binding modes. It may well be that residues otherthan the ones we have
included in the Cu model systems described above can come into play when we will
move from Cu- to the less known Zn-complexes. There are indications [23] that Glu11
or Asp7 may also be relevant in this case. Of course, if necessary, models will be
appropriately modified and tailored to fit the available experimental information.

Obviously adequately long and accurate numerical investigations are necessary be-
fore we can have a satisfactory interpretation of the existing experimental data. How-
ever, we are in this moment in the very lucky situation in which, thanks to the spec-
tacular development in computer design and the ongoing continuous progresses in the
implementation of innovative algorithmic softwares, reliableab initio studies of struc-
tural properties of macromolecules are really within our reach in a few years from now.
Indeed, with a foreseeable forthcoming scaling up of the available CPU times by some
103 factor, one can hope to be soon able to simulate systems of biological interest of
realistic size and for physical times of the order of the nanosecond.
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Appendix

In this Appendix we recollect few standard formulae useful to clarify some of the
symbols used in the text.

• The so-called EXAFS signal,χ(k), is defined through the measured total absorp-
tion coefficient,µ(E), and the absorption coefficient of the isolated absorber,µ0(E),
via the relation

χ(k) =
µ(E) − µ0(E)

µ0(E)
, h̄k =

√

2m(E − E0) , (1)

wherem is the electron mass,h̄ the (reduced) Planck constant andk the wave vector of
the extracted electron.k is related to the incident photon energy,E, and the ionization
energy,E0, as shown in eq. (1).

• For completeness and to fix the notation we recall how the parameters introduced
in Table 2 enter the theoretical formula representing the EXAFS signal. For simplic-
ity we report equations valid in the single scattering approximation. In this case the
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theoretical EXAFS signal has the expression

χ(k) = S2
0

∑

ℓ

Nℓ

kr2
ℓ

|fℓ(k, π)| sin(2krℓ + φℓ(k))e−σ2

ℓ
k2

e−2rℓ/λ(k) , (2)

where the sum overℓ runs over the different coordination shells around the absorber.
Nℓ is the number of scatterers of theℓ-th shell, located at a distancerℓ from the ab-
sorber andσ2

ℓ is the associated Debye-Waller factor.|fℓ(k, π)| is the modulus of the
back-scattering amplitude andφℓ(k) the total scattering phase. FinallyS2

0 is an empir-
ical quantity that accounts for all the many-body losses in photo-absorption processes
andλℓ(k) is the photo-electron mean free path. For MS processes a formally similar
expression can be derived, in whichrℓ represents the length of the full MS path. Mod-
ulus and phase functions have now more complicated expressions which depend on all
the scattering events occurring along the MS path [33, 56, 57, 58, 59].

• The qualityR-factor of a fit is computed as follows

R =
P

∑

i=1

1

wi
|χexp(ki) − χth(ki)| (3)

whereχexp(ki) andχth(ki) are the experimental and theoretical data points, respec-
tively, and the sum is over the number,P , of thek values at which data were collected.
The “weighting” parameterwi is defined by the formula

wi =
1

kn
i

P
∑

j=1

kn
j |χ

exp(kj)| (4)

where the integern is selected in such a way that the amplitude of the EXAFS oscil-
lations in the combinationkn|χexp(k)| does not die away at large values ofk. In the
analysis presented in this work the valuen = 3 was taken.

As for the value ofR, it is a consolidated experience that for complex biological
molecules a fit can be considered adequately good whenR falls in the interval between
20% and 40% [61].
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