The TINE Control System
(an overview)

- Three-fold Integrated
Networking Environment

- (This Is Not Epics)

Control Systems have ...

Distributed end points and processes
Central Services (Archive, Alarm, Name Resolution, ...)
Security (who's allowed to do what from where?)

States (Finite State Machines, Sequencing, Automation...)
Time synchronization (time stamps, cycle ids, etc.)
Databases (configuration, machine data, post-mortem data, ...)
Statistics (control system itself, operation, ...)

Logging (central, local, application, ...)




Control Systems have ...

e Distributed end points and

processes

Control Systems have ...
|

e Central Services
- Archive




Control Systems have ...
|

e Central Services
- Archive
- Event Archive
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Control Systems have ...

e Central Services
- Archive
- Event Archive




Control Systems have ...

e Central Services
- Archive
- Event Archive
- Alarm
- Name Resolution
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Control Systems have ...

e Security
- who's allowed to do what from where?
- Username
e Weak (easy to impersonate) but usually gets the job done
- Network Address
e Strong (much harder to impersonate)
- Access Lock Token
e Just the process that has the lock !




Control Systems have ...

e States
- Finite State Machines, Sequencing, Automation...
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Control Systems have ...

e Time synchronization (time stamps, cycle ids itc.)
==

current Data timestamp: Sat Feb 3 16:50:45 2007 666 msec (UTC: 1170517845.666)




Control Systems have ...

e Statistics
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Control Systems have ...

e Logging
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TINE : multi-platform
o]

e DOS

e Winl16, Win32 (9%, NT, 2K, XP, ...), Win64 ?
e Unix (Solaris, HP, OSF, SGl, Ultrix, ...)

e Linux, FreeBSD (32 bit, 64 bit)

e MAC OS X

e VxWorks

e VMS (Vax, Alpha)

e LynxOS

e NIOS (plugs, single-threaded LWIP, ...)

e Java

TINE: multi-protocol
o]

e |IPX (dead and no one has noticed?)

e UDP (most common)

e TCP/IP (upon request)

e Pipes (client-server on same UNIX machine)

e Windows Messages (client-server on same
Windows machine)




TINE: multi-architecture
]

e Client-Server (classic)
- Transaction based
- Synchronous data access only
- The “N-Client” Problem ?
- ExecLink(*/HERA/BPM/WL167MX",”"ORBIT.X", ...)

e Publisher-Subscriber (nearly classic)
- Connection Tables
- Synchronous/Asynchronous data access
- The “10N-Client” Problem ?
- AttachLink(..., CM_REFRESH, 1000, linkCb)

TINE: multi-architecture
]

e Producer-Consumer
- Asynchronous data messages (Multicast)
- The “N-Producer” Problem ?
- recvNetGlobal(“HPMAGEN") or
- AttachLink(*HPMAGEN?",...,CM_RECEIVE, 1000, linkCb)

e Publisher-Consumer (Producer-Subscriber?)
- Like Publisher-Subscriber but:
- Multicast group is a single connection Table entry
- N=11
- AttachLink(...,CM_REFRESH|CM_NETWORK,1000, linkChb)




Client-Server Gedanken Experiment

What time is it?

It's 10:30 a.m.

Client-Server Gedanken Experiment

What time is it?

| The “N-Client” problem |




Publish-Subscribe Gedanken
Experiment

Please put me on your “What time is it?” list!

Asynchronous (much better)! |

Producer-Consumer Gedanken
Experiment

Shut up!

Isn’t that nice, he’s telling us the time!

It's 10:33 a.m.

Asynchronous!

10



Producer-Consumer Gedanken
Experiment

Did somebody just mention the time ?

| The “N-Producer problem |

Asynchronous!

+.
I The DAXi 2%
It's 10:33 a.m.  It's 7 degrees € is up 2%
It's still raini The wind is
t's still raining South-West

Publisher-Consumer Gedanken
Experiment

| want to receive the “What time is it?” notification!

It's 10:33 a.m.

Scheduled asynchronous notification (best)! |
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TINE Servers

(Publishers, Producers)

o]
e A Front End Controller (FEC) :

- Has one or more Equipment Modules (device servers)
e Handles requests for data and commands
e Has a well-known identity
e Has a unique export name for each running instance
e |s always running
e Can be a member of a device Group

TINE Clients

(Subscribers, Consumers)

- anonymous -> i.e. Not known to the system
- Not unique
- Can come and go
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TINE Naming Convention
o

e Hierarchical

e Device is specified by :

Device Context (Facility in DOOCS)

Device Server (or Group) (Device in DOOCS)
Device Name (Location in DOOCS)
Data endpoint is specified by:

Instant Client

EEm
E“_ il Dty Pk _yl-_ﬂm et Pavel |
: - ——
Property (Property in DOOCS) ) o I
e Are really ‘methods’ or ‘calls’ “_w-_on_th:T-;:;—JL

READ

frm
Trom Mok
Mistogea =]

'\ln M'l =

Log Scale

TINE ENS: Plug and Play

Does BPM.P already exist for HERA?
I want to be known to the
system as “BPM.P” in the
context “HERA”

-> Yes : Is same address as already
registered?

> Yes: Accept and increment reboot count
-> No:

Is the currently listed BPM.P for HERA
running ?

Yes : Refuse and send “in-use” message

No : Accept and update database

-> No : Accept and update database

Equipment Name Server (ENS)
« Forward accepted requests to secondary name servers
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Plug and Play (joining a group)

| want to be known to the “—>
system as “ERF.WL" in the

context “HERA” and join the
group “EHF”

* ERF.WL registers with ENS as before
* ERF.WL registers group EHF with GENS

Does group EHF exist ?
Yes:
Is ERF.WL a member?
Yes: Update device list if different
No: join group
No:

Create Group and register Group as Server in
Context HERA with the ENS
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« Clients see a “Server” called “EHF”

» Selected Device is redirected to the
appropriate physical server.

Address Redirection
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!ﬁ Front End Information for, : TTF/QUAD §
g Se. -

Some registered devices
are not handled directly by
FEC TTFMAG1 !

Device Server : QUAD - TTMAGL-19

Local equipment module name : QUAD - TCPDAT

Front End Computer (FEC) name: TTFMAGT -2 TTMAG1-19
Property | BITS2AMPS - = BITSZAMPS

IP Address: 131,169,147.139

1P Address: 000000000000[00000000]

Port Offset: 0

Host Computer:accsottfmag? desy.de
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TINE Data Types
c ]

Primitives (byte, short, int*, long*, float, double, char*)
Fixed-length Strings (“NAMES8”, “NAME16”, “NAME32", ...)
Doublets (FLTINT, “INTINT”, “DBLDBL", “NAMES32INT”, ...)
Triplets (“FLTINTINT”, “NAME16FLTINT", ...)

Quadruplets (“FLTINTINTINT”, “INTINTINTINT", ...)
Specials (“USTRING”, “UNAME”, SPECTRUM, ...)

e User-defined “Tagged Structures”
- Structure registered at both ends (client, server)

*Platform dependent

TINE Tagged Structures

Some Stock
Properties use
Tagged Structures.

Transient Recorder Servers
use Tagged structures for
headers.
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TINE Array Type Examples

* “DoOrbitHor” gives multi-channel Array *“LCLDATA" gives spectrum array
« Preferred display mode : Histogram « Preferred display mode : PolyLine
« x-Axis : monitor names  x-Axis : units, range from property query !

TINE API
(Application Programmer’s Interface)

o]
e C, C++
e VB
e Java
e C# (coming soon)
e Lazarus (Visual Pascal) anybody interested?
e Command line scripts
e Plus ...




TINE and MatLab ...
.

L D Gt
Dw imkm- WOl B F | e twvctoy | £ promtotermence s % L] 0
i {13 ¥

TINE and LabView API
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TINE Server Wizard
.

Device Server Information

Property Information

‘2 TINE Device Server Setup Wizand

Export Name  [ROBOTSRY Local Name |FOBEGM

Humber of Devices |1

Propenty Name [STATUS

Deseription |The Status

History Panel
Caling Device Mame [gg
Auchive Rate lsees) [10
Foling Rate imsec] [1000
#uchive Heartbeat [secs) [18000
Ringbuter Depth [500
Long tem Depth (months) [T

Tolerance  [10%

Alsim Watch Panel
Calling Device Nam

hocess |READ | MaxVake [1 MinValue [0
Data Input Data Dutput Urits
DataFomat | [NULL =l | [stira I~ Device List
I AlamWatch
Max Data size | [0 [fo0 I Keep History
I Property is Process
OupansyTyps:  [ONkNDWN =]

—

e [w0

s Spstem 1D [0

Severity [high]

Counts Threshal

1o
1d [3

Waketoohich [0 waming [5
Valustoolow [0 waming [§

EIE)
Project Directons
H:ARDBOTSAY

FOB0TGHY] MOVEROBOT START <[0:1 [otart Mot
ROBOTSRY] MOYEROBOT STOP <I0:1 |Stop Move
[ROBOT5RY] MOVERDBOT PAUSE <[0:1 Pauss M
ROBOTSRY] MOVEROBOT RESUME <[0:1 Resum
ROBOTSRY] MOVEROBOT.STATUS <[0:1 JStatus «

OBOTSRY] STATI
[ROBOTSRY] STAR

01 [The Status
UTTON <[0:1 [Set The Start £

Remove | Add | Done [T VB PR
[v CProject
Devios Panel

& Server " Propetty selected [0
Robot Al

TINE Server Wizard

(generated C code)

18 PRP_STATUS,
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TINE Server Wizard
(using with LabView)

e Make use of generated database files + ‘buffered server API’ for
LabView.

uuuuuuuuuuuuuuuuuuuuuuuuuuuu

TINE Device Layer
o]

e Middle layer Servers acquire data from other Servers
(not connected to hardware)

“Do it yourself” + your hardware API
EPICS IOCs (asyn drivers) + Epics2Tine
LabView IVIs + TINE LabView

DOOCS + (turn on that TINE thread!)

e CDI (Common Device Interface) !!!

19



CDI Examples
o]

dout.dArrayLength = 1;

dout.dFormat = CF_UINT16;

dout.data.sptr = rbPressData;

AttachLink(“/localhost/cdi/pumpl”, "RECV.CLBR”, &dout, NULL,1000, cbPressData)

Reads device pumpl, calibrates the raw data, fills in rbPressData and calls the callback
cbPressData() at 1 Hz.

din.dArrayLength = 1;

din.dFormat = CF_UINT16;

din.data.sptr = &setValue;

dout.dArrayLength = 1;

dout.dFormat = CF_UINT16;

dout.data.sptr = &rbValue;

ExecLink (“/localhost/cdi/motorl.soll”, "SEND.RECV.ATOM”, &dout, &din,1000)

Sends ‘setValue’ to device #1 and reads rbValue from device #1 atomically.

Testing your server ...

< browserinstance

oors ____|~fia  (~[

bogeam |~ e 3mo ~| oo .
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Writing GUI Applications
(rich clients)

e Use what you've got + TINE Client API for your platform,  or ...

e VC++ or VB plus ACOP* ActiveX control (HPVee, LabView), or direct
TINE library calls

Java + ACOP* bean (eclipse, net beans), or direct TINE calls
LabView + TINE client Vis

MatLab + TINE Client API

.NET is on the way ...

*Advanced Component Oriented Programming

Rich client programming in VB

soy STHERA/BPR/WLIST X", =ORBIT.X®, wdev,

. HERA P Horz. Orbit EE®

-100
WL1E7 MX SL347 X 0L723 MX
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Configuring GUI Clients

(simple clients)
o

e JoiMint + TINE

e DOOCS DDD + TINE

e ACOP Family of beans + TINE *

*More later ....

ACOP beans ...

22



ACOP Simple clients ...

¥ hpplication
File EiR Holp

Double Number Field

[

Pt
St o)

¥ Application
File Cdn Help

Double Number Field O.OOJI

Add or change links, display
properties to a running
application !

TINEHERAIC MFLICMFLWESTITRACEDATA

Drag and drop link information
to/from ACOP controls! (or
Notepad if you prefer). : =

TINE command-line tools

tservers (queries the ENS for registered servers)
tdevlist (queries a server for its devices)

tproplist (queries a server for its properties)

tinfo (queries a server for property information)
tget (synchronous read-only call to server)

tsend (synchronous write/read call to server)
tmonitor (asynchronous read-only poll to server)
thistory (queries the archive server)

AN POyt | T s

With ‘tget’ in tcl scripts
PLEASE use a tineRepeater !




Connectivity to other systems
G
e Already embedded in DOOCS
e Epics2Tine runs on any EPICS ioc
e Connect to STARS/COACK via STARS
bridge (Japan)
e Anything else needs a gateway

EPICS to TINE @ HERA

24
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TINE — Adoption at PITZ

Talk

Overview

e Intr

oduction to PITZ

e PITZ control system

e TIN

Past
Introduction
Historical layout

E at PITZ
Introducing
Advantages

Use cases

PITZ Video System

History and Outlook

Technical Seminar

February 6, 2007 Stefan Weil3e, Philip Duval
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TINE — Adoption at PITZ
Introduction to PITZ

==

e Photo Injector
Test Facility Zeuthen

test, condition and
optimize sources of high
brightness electron beams
for future free electron
lasers and linear colliders
goal: intense electron-
beam with very small
transverse emittance and
reasonably small
longitudinal emittance
goal is requirement for FEL
operation

Technical Seminar

“The challenge of PITZ is the production of such
beams with very high quality by applying the
most advanced techniques in combination with
key parameters of projects based on TESLA
technology like the FLASH, the European XFEL,
and the proposed BESSY-FEL.”

February 6, 2007 Stefan Weil3e, Philip Duval
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|. I:fr—w | ™ HELMHOLTZ
\ =t ) | GEMEINSCHAFT

\Je%/
TINE — Adoption at PITZ
Terminology and Theory
e synchronous vs. asynchronous calls
e polling vs. event notification
e multicast vs. unicast
e property model L 4
— —
e DOOCS .
—
e FEC
.
\
Technical Seminar February 6, 2007 Stefan Weil3e, Philip Duval
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TINE — Adoption at PITZ
PITZ Control System: Past

e PITZ operation started in January 2002 (first
applied machine physics in Zeuthen for a long time)

e got help from MVP control system group in Hamburg to install
a control system at Zeuthen: DOOCS architecture
- based on control system from TTF

e collaboration with other institutes (BESSY, MBI) requires
integration of other components and control system
architectures into PITZ control syste

- challenge for Control System group and IT services

Technical Seminar February 6, 2007 Stefan Weil3e, Philip Duval
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TINE — Adoption at PITZ
Introduction to PITZ Control System

e Distributed Control System (see en.wikipedia.org)

- power plants, airplanes, industrial facilities, traffic signals,
environmental control, space ship, TV studio, ...

- co-operation of operator terminals, network wires,
electronics, diagnostic sensors, control hardware,
intermediate machines

- control, detect, read-out, set, switch, dim, check, block,
open, close, move, rotate, ...

http://en.wikipedia.org/wiki/Distributed_Control_System

Technical Seminar February 6, 2007 Stefan Weil3e, Philip Duval
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TINE — Adoption at PITZ
Introduction to PITZ Control System

pitE_grabbir_statiis: PITEUAGHT

PITZ TV system status

Aserver 15 SUCVIBMUK on INFPITZFCI)

via Multiplaver davice

)
%)
@
[ ]
o

e U
e - MErYEr _since 10

aliy

Technical Seminar February 6, 2007 Stefan Weil3e, Philip Duval
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TINE — Adoption at PITZ
PITZ Distributed Control System Structure

Technical Seminar February 6, 2007 Stefan Weil3e, Philip Duval
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TINE — Adoption at PITZ
PITZ Control System: Historical Layout

DOOCS solution

— |
oD I -
P@ ‘ %\ I(DAQ) (homogeneous)
. . e DDD as GUI
¥ | L.. I - e DOOCS on front
end servers
- e (FEC)
e synchronous
RPC transport

e DOOCS-based
DAQ

Technical Seminar February 6, 2007 Stefan Weil3e, Philip Duval




TINE — Adoption at PITZ
PITZ Control System: Historical Layout

Drawbacks

e Solaris+Linux only,
support on other
platforms difficult

e OS interoperability
defeated
depending on
DOOCS

e only synchronous
RPC calls

Technical Seminar February 6, 2007 Stefan Weil3e, Philip Duval

TINE — Adoption at PITZ

Introducing TINE at PITZ

e design and implementation of PITZ Video
System originated 2002

e former PITZ laser beamline control

e gateway-server to control magnets of PITZ
(by BESSY, controlled by EPICS control
system)

Technical Seminar February 6, 2007 Stefan Weil3e, Philip Duval
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TINE — Adoption at PITZ
Advantages of using TINE at PITZ

e multicasting possiblity

- fundamental for huge data streams distributed across the
network (video frames)

e asynchronous protocol features: e.g. subscription,
scheduled transfer

e interoperability and free platform choice

- supported and maintaned on DOS, HPUX, JAVA, Labview,
Linux, Matlab, MacOS X, Solaris, VMS, VXWorks, Windows

(to be continued...)

e transparent design

Technical Seminar February 6, 2007 Stefan Weil3e, Philip Duval
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TINE — Adoption at PITZ

Use Cases

.|
e enable TINE thread in any DOOCS server
- increase versatility
- ability to talk to DOOCS from e.g. Microsoft OS world
- benefit instantaneously of asynchronous transfers

- ability to avoid synchronous calls if reasonable or
necessary

- at present: TINE thread is integrated into any DOOCS
server as second transport choice

Technical Seminar February 6, 2007 Stefan Weil3e, Philip Duval
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TINE — Adoption at PITZ

Use Cases (continued)

.|
e PITZ Video System

- used to live monitor laser and electron beam
e what you steer is what you get
e it's like watching TV for physicists”

- tool to measure beam size, emittance (slice/transverse),
momentum (distribution, spread)

— beam alignment is done with it
- intuitive, versatile part of core diagnostics and measurement tools

- high bandwidth, realtime and loss-less demands are heavy
tasks for any control system

Technical Seminar February 6, 2007 Stefan Weil3e, Philip Duval
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TINE — Adoption at PITZ
PITZ Video System: Hardware Structure

Natwork:

12|
e | —

o=

. N

Technical Seminar February 6, 2007 Stefan Weil3e, Philip Duval
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TINE — Adoption at PITZ
PITZ Video System: Software Structure

e ——

TiNE jerabscrvor] lﬁ-ammwlahum

_ |Video Sarvice ESigEe Analogue

Technical Seminar February 6, 2007 Stefan Weil3e, Philip Duval

\ #F mELMuoLTZ
| | GEMEINSCHAFT

TINE — Adoption at PITZ
PITZ Video System: Outline Use

.|
e Online-DAQ inside Video Client 2

- acquire relevant experiment parameters at each image shot time
(requesting up to 40 single properties up to 10 times per second)

- asynchronous requests important

e Video Frame Delivery

- TINE protocol based: transparent choice between multicasting,
unicasting, shared memory, ...

e Video Control Connections
- slow control for setting camera parameters

- communication between Video Service, clients and various
grabber servers

- compatibility to DOOCS clients maintained by property design
Technical Seminar February 6, 2007 Stefan Weil3e, Philip Duval
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TINE — Adoption at PITZ
History and Outlook

- History and Outlook

Technical Seminar February 6, 2007 Stefan Weil3e, Philip Duval
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TINE — Adoption at PITZ
PITZ TV System History

e PITZ Video System

- originated 2002, initial revision created on Windows platform
e API and drivers for hardware available only for Windows
e client uses MS Windows NT OS for fast drawing capability
- Solaris tests at that time far inferior
e DOOCS protocol not available on Windows NT platform (2002)

e TINE protocol was initally chosen to support control connections and
interoperability to Control System at PITZ

e initially streaming sockets (TCP) to deliver video frames to multiple
clients (as many as the network is capable of)

- work partnership of TINE < - Video System to push things further and react
on demands

- camera slow control
e uses TINE to communicate between server, client and DOOCS
e Windows GUI client, adjustment can also be done via DOOCS

Technical Seminar February 6, 2007 Stefan Weil3e, Philip Duval
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TINE — Adoption at PITZ
PITZ TV System Evolution

e implemented TINE frame transfer (multicasting preferred)
- keep TCP as inferior fallback solution
(will feed redundant data to network though)

e implemented Online DAQ functionality

- record experiment parameters together with video frame analysis to textfile
for each frame

- rough DOOCS library available in 2003, lead to instabilities based on
synchronous calls

- as TINE thread was possible, all functionality was moved to TINE transport
-> now working fine

e used notification mechanism
- event-based delivery of video frames, no polling any more!

e kept TINE servers compatible to DOOCS clients, e.g. parts of the TV
system is available in DDD (GUI) world

Technical Seminar February 6, 2007 Stefan Weil3e, Philip Duval
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TINE — Adoption at PITZ
Outlook

° transport layer for Video System v3 (initiated at PITZ)
v3: component based, well-defined specification of interoperability

- requirement of video data exchange protocol between different parts
- transparent transport option choice (multicast, shared memory, ...)

- drastically enhance versatility, reuse and exchange software between
different Video Systems used at various accelerators and facilities

— TINE is proven to be fit for this purpose and passed all tests in the past

e TINE Archive Server and Post Mortem analysis
- event-based dump gives experts detailed data at certain crash events

- track down and debug behaviour (hardware and software) of control
system and accelerator facility issues

- ability to browse online history of facility in near-realtime (DAQ is not
capable of)

Technical Seminar February 6, 2007 Stefan Weil3e, Philip Duval
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TINE — Adoption at PITZ

Outlook (2)
@ ——

e continue enabling TINE thread on any DOOCS server
- to have full-choice of interoperability

- ability to interconnect with TINE Archive Server and Post
Mortem Archiving System

e brief idea to restructure parts of DAQ system
- enhance stability and minimize maintenance time

- thoughts to use TINE as transport layer to asynchronously
collect property data throughout the facility

Technical Seminar February 6, 2007 Stefan Weil3e, Philip Duval
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TINE — Adoption at PITZ

Thank you for listening.

Questions?  Comments? Additions?

Technical Seminar February 6, 2007 Stefan Weil3e, Philip Duval
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