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7 years of construction to e in the same 26.7 km
repipee e ~ tunnel by
LEP: 1989-2000 = LHC: 2008-2020+




The CERN Accelerator Complex

protons Booster

LINACS

lons Top energy/GeV Circumference/m
Linac 0.12 30

PSB 1.4 157

CPS 26 628 =4PSB
LEIR SPS 450 6'911=11xPS
LHC 7000 26'657 = 27/7 x SPS

Note the energy gain/machine of 10 to 20— and not more !
The gain is typical for the useful range of magnets !!! @

Large Hadron Collider
a big step forward

+ The LHC surpasses existing accelerators/colliders in 2 aspects :

O The energy of the beam of 7 TeV that is achieved within the size constraints of the
existing 26.7 km LEP tunnel.

+ LHCdipole field 83T A factor 2 in field
+ HERA/Tevatron ~4T

A factor 4 in size

The luminosity of the collider that will reach unprecedented values for a hadron
machine:

LHC ~103%*cm=s?
PP A factor 100

- 32 2g1 . . .
Tevatron pp-bar  2x10%*cms in luminosity

SppbarS pp-bar  6x10¥*cm?s?

The combination of very high field magnets and very high beam intensities required
to reach the luminosity targets makes operation of the LHC a great challenge !
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Large Hadron Collider
Dipole magnets

To collide two counter-rotating proton beams, the beams must be in separate vaccum
chambers (in the bending sections) with opposite B field direction.

-> There are actually 2 LHCs and the magnets have a 2-magnets-in-one design!

Dipole length 15 m

~ The coils must be aligned
very precisely to ensure a
good field quality

Dipole field map - cross-section

Superconducting coil

Iron

Non-magnetic
collars

Beam

B=8.33Tesla I=11800 A |
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Ferromagnetic iron

Non-magnetic collars

Superconducting coil

Beam tube

Steel cylinder for
Helium

Insulation vacuum

Vacuum tank

Supports

Weight (magnet + cryostat) ~ 30 tons, Length 15 m Beniamino Di Girolamo - CERN

LHC arc : not just dipoles...

QF dipole  decapole QD sextupole QF
magnets  magnets Aﬁgnets
small sextupole
corrector magnets
| — >
| (Y = 1L Tdyuuy)

0O Dipole- and Quadrupole magnets

Provide a stable trajectory for particles with nominal momentum.

O Sextupole magnets

Correct the trajectories for off momentum particles (,chromatic' errors).

O Multipole-corrector magnets

Sextupole - and decapole corrector magnets at end of dipoles
Used to compensate field imperfections if the dipole magnets. To stabilize trajectories for particles at
larger amplitudes — beam lifetime !

~ 8000 superconducting magnets are installed in the LHC
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1232 main dipoles +

3700 multipole
corrector magnets

392 main quadrupoles +
(sextupole,

2500 corrector magnets (dipole, octupole, decapole)
!

M sextupole, octupole)

a -
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Tunnel view




Large Hadron Collider
Complex interconnections

+ Many complex connections of super-conducting cable
that buried in a cryostat once the work is finished.

This SC cable carries 12’000 A
for the main dipoles
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LHC
Interconnections

+ 18000 superconducting cables joints with R<o.01 p€ to allow
the dissipated power at 6 kA to be brought away from the He
bath in which they are

+ There is a quench protection system to protect these joints
against these transitions, but one of the joints between two
magnets had R ~ 0.1 pQ!
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LHC accident

19 September 2008. 6 kA through the faulty joint: high temperature,
evaporation of 3 tons of liquid He and shock wave over 600 m

LHC
recovery

+ The last replacement magnet has been installed in the sector 3-4
affected by the accident

+ Several faulty connection have been identified and fixed

+ A complementary equipment is being added to the existing quench
protection system, consisting of a dedicated electronics able to
measure resistances down to nQ level

+ The development finished few weeks ago and about 2000 cards are
in production

+ A number of review panels were appointed for a deeper analysis of
all the risks

+ One of them spotted out another possible source of problems
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Another type of connections

. s BUS
Reminder: RB bus and joint Cross-section Cu: 282 mm?

Cross section NbTi: 6.5 mm?

Kapton+isopreg insulation
RRR specification: 2120
RRR experimental (D. Richter)
- RB bus: 223-276 (4 data)
p - RQ bus: 237-299 (4 data)

SnAg soldering layer

/
s
A
JOINT
Joint length: 120 mm

Cu U-profile: 155 mm x 20 mm x 16
.
Cu wedge: 120 mm x 15 mm x 6 mm
Insulation:
- 2 U-shaped layers of kapton
(240 mm x 0.125 mm thick)

- 2 U-shaped layers of G10
(180 mm x 1 mm)
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Silent killer

Condition for a ‘silent killer’:
Interruption of the longitudinal stabilizer coinciding with lack of thermal
bounding of the cable over a few cm.

Condition for a bus burn-through:

Silent killer, high current, and quenching bus (due to beam losses, mechanical
movement, warm helium).
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Progress and schedule impact

+ Few problematic joints have been identified with resistance
higher than allowed (R should be between 10 to 17 uQ)

+ They are being repaired, while investigations at 300 K are
going on the full set of magnets

+ The impact on the schedule will be specified by 2" week of
June

+ Possible 4 more weeks? LHC restarting November 1°t?
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2009-2010 run

Year
Month
Baseline

24 weekq physics pos|
Base' SH SH SH SH SH SH SH SH JSU
44 weekqphysics pos|

Gain 20 weeks of physics

Delay (4W)  SH SH SH SH SH SH SH SH SH SU
Delay(8W) SH SH SH SH SH SH SH SH SH SH b

= Decisions taken * Consequences
— Physics run as soon as possible — 8 M Euro additional electricity cost
— Do not warm up all sectors — Gain 20 weeks of physics running

— Top energy is 5 TeV (had been — Further delays of a few weeks
reached for all other sectors) have small impact on physics 09/10
— No winter shutdown 2009/10 — Enough data to compete with
Tevatron in many areas by end of
2009/10 run
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2009-2010 run

+ Beam energy
— No intention of long running below 5 TeV/beam
— Short collision run at injection energy 450 GeV/beam

— Possibly stop along the way several times for machine
commissioning

— Reach 5 TeV/beam a.s.a.p.

« Data volume
— Peak Luminosities from 5x103" to 2x1032 cm-2s-!
— First 100 days of operation ~ 100 pb-'
— Next 100 days of operation ~ 200 pb-

- Large Uncertainties: somewhere between 100 — 500 pb'?
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Beam splash
Attendance

SCT EndCaps heam splash event ATLAS Preliminary
Inner detector partly operational sonf- v
with the first LHC beams: ” LN | ‘I | ‘ HI
+ fear of damage from beam losses E r ! \ l [
in silicon i |

+ TRTon Beam
+  SCT end-caps: -
+ 20V biasvoltage 200

+  1.2fCthreshold F ! JII
(normal operation at 150 V, 1 fC) = H i ‘ r|
| i

SCT endcaps

+  SCT barrel and pixels off
400}

Beam splash events:

+ beam scraping on tertiary collimators
(~140 m from detector)

+ multiple halo particles crossing the
whole detector at the same time

used for synchronization:
SCT =25 ns
TRT=1ns

6/3/2009 Beniamino D1 Girolamo - CERN D

ATLAS at LHC
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ATLAS Cavern
An engineering challenge

Work started while LEP still in place: roof of the
cavern suspended by enormous cables

16 July 2008
| Closing the beam pipe

\.




ATLAS
A giant experiment

44m

Ve Muon D_etectou Tile Colorimeter Liquid Argon Calorimeter ~N

Forward Detectors
ATEAS

4 Luminosity Cerenkov

Zero Degree Calorimeter Integrating Detector
(Phase | detector
is operational)

Absolute Luminosity (Plus an internal Lol for future Forward Proton detectors at 220 and 420 m)

for ATLAS B D
_I2009 28 Beniamino Di Girolamo - CERN
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Trigger and Data Flow: battle of the Titans

Fermilab SSC Cale
CEHT i LHlCi triggar e drfeciars
11

Tevel 1
|“ Calorimeler [

Trigger
L

Hardware

RiMY

1200 Gl/s
| sty
Level 2 ~10ms
| rIt{lll:‘l—'{ 125V “ {ﬂ M \T
l ROS
| ”‘L\ X Blds |
| m 500 1 301

| [ 13 ;
2y | Lvent Builder

e

B
J00 MB/s

E7'>0.26 Tev

@ (proton - proten)

Ogg(mg =500 GeV)

Events/s for &= 10% cm2 s

Software

Full rrmls:
F

my,= 500 GeV

L L [uumml
0.001 0.01 0.1 1.0 10" 509 viable at start-up for -
Vs Tev

resource reason

T h e M uon D etectors Required Standalone Momentum resolution:

c/pr<10%upto 1TeV

Acceptance: |n| <2.7

3588 chambers /| 1 gop chambers (T6C)
318k channels
. ] Cathode sirip chambers (C5C)
A 32 chambers /
_! 3 - 31k channels
! Fil 3 e

o Tnd
/./ /

"\. HETS | e
\ Resistive-plate
chambers (RPC)

Trigger: RPC/TGC / End-cap torold 544 chambers /
Precision: MDT/CSC Maonitored drit tubes (MOT) %K channee

1088 chambers / 339k chan nels]
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Muon System: status

Installation was completed in June 2008.
But few problems were limiting the active
channels number in 2008.

MDT: 99.8% active channels. Remaining
HV and gas problems being fixed during
the 2009 shutdown.

CSC: 98.5% active chambers but rate
limitation in read-out to be solved

RPC: 92% cabled. Commissioning still on-
going. 70 % operational with aim of
reaching 98 % soon.

TGC: 99.8% ready. 3 Chambers damaged
by over-pressure exchanged. Excellent
timing (all events in the same bunch-
crossing)

Ready
Missing timing adjustment

I
; Noise on clock propagation
.

Missing CAEN boards Beniamino Di Girolamo - CERN

Calorlmete S Required Energy Resolution:

EM: o /E= 10%/VE €0.7%, | 17]<3.2
Had: 6,/E = 50%/VE ©3%, | n]|<3.2

= Cu-LAr structure ¥ ¥ * Fe-Scintillating
+ 1.5<|n| <32 Tile extended barrel | Tjie stricture
* 4 longitudinal *Inl<1.7

* W-LAr structure
+ 3 longitudinal
samples
v |* 32<|n <49

+ Pb-LAr accordion LArelectror

* 3 longitudinal magnetic barrel
samples |n|<2.5

* Preshower [n|<1.8
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e Momentum resolution

Inner Detector o(pr)lpy = 0.05% pr [GeV/c] ® 1%
Impact parameter resolution (o.25<[n|<o.5)
6(dy)= pm®140 um/ p;[GeV/cl

: End-cap semiconductor fracker

2 T solenoidal magnetic field

Acceptance n|<2.5
(transition radiation tracker [n|<2)
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ATLAS Inner Detector

Transition Radiation Tracker (TRT)
+ 4 mmdiameter straw tubes

+  351kchannels

+  resolution 130 um
+

polypropilene/polyethilene as transition
radiation material:
electron id 0.5 GeV<E<150 GeV

SemiConductor Tracker (SCT)
+ 4088 modules

+ 8o umstrips

+  6Mchannels
+

resolution 17 um x 580 pm

Pixel
+ 1744 modules of 46080 pixels

mostly 50 pm x 400 pm

+
+  8oMchannels
+

resolution 10 pm x 110 um
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Inner Detector
Installation and status

Detector installation timeline:
SCT+TRT barrel: Aug 2006
SCT+TRT endcaps: May-Jun 2007
Pixel: 28th Jun 2007

Evaporative cooling accident 1st May 2008

+
+
+
+  Connectivity completed in Apr 2008
+
+

recovered for beam pipe bake-out
23rd Sep — 15t Aug 2008

+  now operated for >2600 hr

For 2008 data taking
+  TRT: 98% operational
+  SCT: 99% barrel, 97% endcap
+  Pixel: 98.5% operational
+  datataking 98% barrel, 85% endcaps

+  conservative operation on some cooling
circuits, will operate in 2009

2008-90-15 134505 CEST

track in Inner Detector

oo B0

L_0osmic

\-@




P, Cosmics Spectrum | ATLAS Preliminary

0.06 1 ATLAS Cosmics Tracking

¥  NewTracking

0.05 CTE Tracking

run 91885
0.04

0.03

0.01

%

* Cosmic and Test Beam
* specialized tracking algorithm developed
for detector commissioning
* NewTracking
* default tracking algorithm for collision data
* performance in agreement with dedicated

algorithm
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Cosmics ray properties

| RPC track impact point on surface | [Enies setesos] o, Cosmice Sp

= o
*
=50

gnm

x coordinate

| x10°
10 20 30 40 S0
z coordinate [mm]
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SCT results

SCT hit efficiency for the barrel g

layers (for active modules 20998
Y ( ) E> %o,ese'
£0.994;
. 50,992
Track residuals for L

precision coordinate 0.088]
@ 0.9861
0.984
A AR DAL AL AR AR | 09820 ATLAS Preliminary: Cosmics 2008
® Aligned geometry 0 I I L
w=1um, 6=30um 0 05 1 15 2 25 3 35

s Layer+0.5"side
MC perfect geometry
o MC ideal

L C)Nominal geometry \ current
[ w=-5um,o=123um

Barrel

:

:

number of hits on tracks

ATLASPreliminary |

a3 bgfore SCT Barrel 1 Very high efficiency and good
- alignment | . alignment are available going
= i into the 2009/10 running

“04 03 02 01 0 01 02 03 04
x residual [mm]
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Combined results: ID-muon

Momentum(ID-MS) [GeV/c]

Correlation between ID and muon tracks

v The data/MC agreement for all track parameter differences is fairly good.

6/3/2009 Beniamino Di Girolamo - CERN D




The ATLAS Pixel Detector

MOTIVATION
Decay length ~mm < semiconductor technology
2D spatial tracking information @ LHC beam pipe < silicon pixel detector,
(50%400)UmM?2Xx 200UmM

ATLAS: 3 Barrel layers (r = 5, 9, 12 cm) + 2 End-Caps each with 3 Disks

B =T

< 3 space points for |n| < 2.5 with resolution 16pum (R$) and

115 uminm D

Performance Requirements

High multiplicity tracking detector:
~ 1200 tracks per bunch crossing @ 1034 cm s = high granularity (8o million channels!)

High impact L : :

parameter P AN ; High time

resolution: ! - gL - | resolution: 40 MHz

~ 12 um vertex 2 DS R | bunch crossing rate;

resolution — secondaryg™ F L ' single bunch crossing

vertex reconstruction : ' e resolution, up to 16
consecutive bunch
crossing readout

Low interaction length: High radiation dose tolerance:

~10% %o > 50 Mrad




Pixel Commissioning Program
Achieved in 2008
Tune optical links

. Verify communication using digital injection scans
- leads to a sample of modules with good communication (GoodOpto)

. Threshold scan with and without sensor bias

« determine threshold per pixel, threshold dispersion across one module
and electronics hoise

+ verify sensor bias connection

- tune thresholds if dispersion too large

. TOT scan injecting 20ke into the preamplifier

+ determine TOT mean and sigma

- tune feedback current if TOT dispersion too large

. derive TOT-vs-charge calibration for offline use

. debugging of module problems

. timing scans to facilitate synchronisation between sub-detectors

Cosmics Data Taking
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The Pixel readout system

® Connection between opto-board and Back Of Crate card
via optical fibers

™ Separate paths for data and calibration (different
occupancy)




Optolink Tuning

* Parameters to be tuned
« downlink (optional, works nicely without tuning ): MSR, laser power
« uplink (less trivial): laser power on-detector; of f-detector PIN diode
threshold; of f-detector sampling clock
» Tuning procedure uses 0-1-0-1 pattern to 25
check for transmission errors
* 96% of the links have been tuned sucessfully
by the automated procedure
* typical problems:
* pattern not representativ for normal data
- 'slow furn-on' not detected
* femperature dependence
* mistuning of 'special’ cases

RX threshold

* Tuning procedure takes ~1h for full detector

15 20

RXd
6/3/2009 Beniamino Di Girolamo - CERN

TX Plug-ins problem

+ Observed an important failure rate of channels on TX plug-
ins (few per week)

+ Possible ESD damages during production
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TX Plug-ins
New production

+ We launched a production of 300 new TX plugins
+ Received first 100 in Wuppertal last Monday

+ Three batches: last one mid-July

+ After July 6t
+ Replacement campaign in USA 15

+ Enormously improved ESD precautions at the production
site, during lab tests and for the final installation

Threshold Tuning: Results
AL st threshald

mean: 3945e
—— normal RMS:  42e

X
1=
=]
1=

| thresh/noise
Entries:
7 5e+7

3500 F—— normal mean:
3 RMS:
_ 3000
{2500
3400 3600 3800 4000 4200 4400 4600 1500
threshold per pixel (el)
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5
-
I
w0
7]
g
2
=
o

3

—— long+interganged’| 4000

n
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—— ganged

e X 00
ATLAS Praliminany noise
mean: 166e (0o
— rormal RMS: 29e

—— leng+intergangad 2

L I}
10 15 20 25 30 35 40
threshold/noise per pixel

&
ol

ganged

Results for 94% of all pixels (75M):
*threshold dispersion ~40e
'I.'-]-'J N j *noise ~170e
10" 200 400 600 800 '1‘6061‘2'0'6'1{03)115’03)’13?‘2;'0}'00 «thr/noise ~24
noise per pixel

8 e il L
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M pixel long pixel
W ganged pixel W long+ganged pixel
W inter-ganged pixel [l inter-long+ganged pixel

150

155
+159
row
number
+159
F155

dEssssanes
Sessesnnes

- 150

S ——

bias grid 600 pm front-end chip
bias dot metal interconnection
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TOT
Tuning & Calibration

Tuning:
+ adjust feedback current until a MIP (20ke) corresponds to a TOT of 30
* memory issues make tuning very slow

Calibration:
« extract TOT-vs-charge calibration curve for offline use .
»10

r . —Tarmr%— ng |

ATLAS ™ 30,444 000
Preliminary | 1276+ 0.000 |
'

-]
o

ATLAS Preliminary

TOT (25 ns)

| ToT after Iuﬂlﬂi |
Entries 768530007
‘Mean 2082+ 000
Sigma  0.6531: 0.0001

| —4— ToT bators Tuning |

—4— TaT atter Tuning

5000 10000 15000 20000 25000 30000 35000 40000 34
Injected Charge (e ) ToT (BC
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+ Visualization tools are very
important and widely used

+ Details can be accessed by
simple click at the ROD

and module level

H.!&‘xi

|||I|II | I|I|||

I P

“||I|||||||||||||’|!I||1|| 1

IIIIIIIIII1IIII|||| I
||IIIIIII iy
i

L1 _B14_S52 C6

ROD_C12_S3
I

+ Easy debugging and
enhanced control

g
Imm |m||||II| i II i
Illlllllllluullmlmll |||II||||||1||1|I|||I|||II

Cosmics Data Taking

Run 88463

first pixel track:
7 pixel hits,

8 SCT hits

« first joined combined on sept. 4.
Wrong trigger timing - no hits on tracks

* LHC first beam: sept. 10

* next data taking sept. 14, improved timing
- first pixel tracks reconstructed

* not much time for module debugging
- many modules disabled

« this improved with time and detailed module studies

T T T T T T

ATLAS preliminary

A—

= All Pixel Modules

= Barrel Modules

Fraction of Enabled Modules

= Disk Modules

IEEEE FEETREErE

Number of Tracks with Pixel Hits

I I I I I I mdertErerar i Laesadasan i |J||:
20 30 40 50 @0 70 10 20 30 40 50 60 70
Days since®dihof September 2008 Daysisingé 4ihof September 2008




Cosmics Data Taking
Noise occupancy

0.3-0.7 noise hits/BC in full detector
>noise occupancy <2e-10 hits/BC

X

-

=
b

I |
* ATLAS Preliminary

per BC

—_—

e
-

Pixel Noise Occupancy

|

|

b

Pixel results

Pixel hit efficiency for the barrel
layers (for active modules)

Track residuals for Zo. o Aligned geometry
precision coordinate

@ ATLAS Preliminary

AR RS RARAN RS MRS RARANRLRRN RRLRE RS R
® Aligned geometry 3 2
w=2um, o=24um 4 ’ Barrel

MC perfect geometry < H
u=0um, o=16um MC Ideal

0.99
[ INnn;rinn\ gemrézlry Pix LO Pix L1 Pix L2
pu=-21um, o=128um current

mber of hits on tracks
(=3
(=]
(=3
3

ATLASPreliminary
before Pixel Barrel Very high efficiency and good
alignment alignment available for 2009/10
running

x residual [mm]
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Cosmics Data Taking: Studies

s
?2.3:

T

T
B(2 T) = (213.9+ 0.5) mrad
B0 T) = (1.3 £1.1) mracd

Lorentz angle

3 214 + 0.5 mrad [ O

(expect ~224 mrad)

(examples)

ATLAS

1.8
5 s
n 1.6F
o 5
% 1.4
i = F

o120

Preliminary

cluster charge

] on track

ok | =>MPV=18.3ke
F (expect 19ke)

0.6}
T T F Landau Width: 1831 +- 39 &
ATLAS Preliminary 0.4 Gaussian Width: 1634 +- 73 ol

0.2} 3
107

%™90 20 30 40 50 60 70 80 90 100
Charge (el)

ATLASF

l‘J 02 04
Track Incidence Angle (rad )

¢ Rasiduals
ClusterSize = 2

after the latest improvements in tracking
algorithms, material treatment etc.
= resolution 23.4um in short pixel
direction
residuai{peminder: pitch/J12 ~ 14um)

Fraction of pixel clusters
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Latest results on resolution studies

LI L5 . L B L T ) L, [ P e o . [ o L .

ATLAS Preliminary
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o
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AMS: 76.27 = 2.12 uym
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Wrapping up the results

We are in the process of reviewing more than 10 notes about
calibration results, cosmic ray studies, commissioning
activities

Soon we will circulate the note to the full Pixel community

The aim is to prepare a review paper to be published by the
end of 2009
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Another problem
Leaky cooling loops

We observed already in 2008 a number of cooling loops with
a significant leak of C;Fg

After the 2008 operations we started a new campaign of leak
checking

Some new leaks were found after the few months of
operations
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Leak inventory

2009 2008

Module |Leak rate 09 (mbar/h) |Leak rate 08 (mbar/h)
D2A-BO1 8.4 <1
D1C-BO1 12.9 7.7
D3A-B04 29.0 16.4
D2C-BO1 17.5 6.3

L2-B06 2.6 <1
L2-B05 289 <1
L2-B10 3.1 <1
L2-B08 1.8 <1
D1A-B0O3 2.1 <1
L2-B24 4.5 <1
L2-B21 3.7 <1

11 leaky loops out of the 88 Pixel loops

Leaks location

+ There are no apparent problems at PP1
+ (almost) All problems from inside the package

+ There are six fittings in the package
+ 1 athigh liquid pressure @
+ 2atlow liquid pressure g

+ 3atlowvapor pressure g

exhaust

detector

¢




Amount of leak

+ We may leak, in the worst case, 60 kg/y of fluid
(total 1400 kg)

+ The worry is mainly on the increase rather
than in the total per year

+ Assuming 1 m3/h flow rate of N2

+ we would have 8104 m3 of C,Fgin the N, volume in
the worst case

+ Measurements and estimations done at room
temperature: pessimistic scenario

Strategy

+ Atthe cooling plant restart in May

+ Measure and monitor the leaks loop-by-loop with the new
measurement system (room temperature)

+ Sniffing pipes routed to USA1g
+ Operate all 88 Pixel loops during May-July

+ Stop in July for consolidation (TX plugins, SW, compressors)
+ Re-measure and monitor the leaks

+ Study possible radiation effects on C,Fgin N, atmosphere with a
small setup for R&D

+ Analysis of the findings and draw a final strategy for 2009-10
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Detector at the startup

+ We restart with 98.5% efficient detector

+ Ourinefficiency went from 0.5% to 1.5% from production to end
of 2008 operations

+ We don't want to extrapolate and we hope in infant mortality

+ We need a consolidation for TX plugins

+ Delays in production, we may have to install them all between
the two running phases

+ We are suffering for the late availability of the cooling plant
and distribution racks:

+ 3 quadrants received so far, last one waiting for me to be back ®

&>

July 6t mid-August October

Pixel 1D Consolidations VWaiting for beam
Stand-alone = Cosmic Cosmics
+—May4* (next week?): restart of Pixel operations with cooling

+ Use around & 1-z weeks for commissioning and full calibration
program

+ Join IDfATLAS DAQ partition for cosmic rays with solenoid on by
June 17" for a bit more thantwo weeks

+ Stop July 6 to August 17 for consolidation

+ 2 weeks restart (operations at - 20 C), then joining IDJATLAS
partition for very long




