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DICE

e Developed by K.Tobimatsu and
S.Kawabata
e First Version of DICE In 1992
— Research Reports of Kogakuin Univ. No.72
(92)
e Vectorized version of DICE (DICE
1.3Vh) in 1998

— Research Reports of Kogakuin Univ. N0.85
(98)
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Algorithm of DICE

e Simple algorithm

— Divide the integral region Regular Integrand
into 2Ndm hypercubes divide sampling sl e e
— Two kinds of sampling
method
— Regular sampling and
random sampling 1st Random Integrand
sampling evaluation
divide
diviea
| O N
L i;?] R”a:dorrh Integrand
=Rl Ping evaluation
o0y
diviea l
Level =2 L evel = 3
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Characteristics of DICE

e DICE is strong in handling steep
singularities

e DICE (1.3Vh) was vectorized to reduce the
wall-clock time

e DICE 1.3Vh has the concept as “virtual
worker” to handle each hypercube
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Why Parallelization ?

e We want to reduce the wall-clock time
further.
— Vector Processor Architecture disappeared.

— Parallel Processor Architecture 1Is common.
e Distributed memory
e Shared memory

e We want to calculate larger physics
problems.

e WWe want to save money.

— PC cluster with Parallel Library such as MPI or
with OpenMP
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Profile of DICE

“gprof” output : Flat profile of non-parallelized DICE

Time Cumulati | Self time calls Self total Name of
[9%6] ve time [sec] [ms/call] subroutin
[sec] e
82.95 7.60 7.60 26214 0.29 0.29 | elwks
12.41 8.73 1.14 26214 0.04 0.33 | func_
2.52 8.96 0.23 3072 0.08 0.08 | vbrndm_
0.93 9.05 0.08 1536 0.06 2.80 | randm2_
0.92 9.13 0.08 1536 0.05 2.79 | randm1_
0.13 9.14 0.01 1638 0.01 0.34 | regular_

Total CPU time required was 9.16 sec

with expected error = 10%
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Parallelization of DICE

 MPI CPUO CPU1 CPU2 CPU3
— Message Passing
Interface M M M M
e SPMD
— Single Program Multiple @ @ @ @
Data
— Independent processes || N'C [l NIC€ i N'€ |fif N'©
— Distributed Memory
Space workerl worker2 worker3 worker4
— Data transferred among
processors
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Parallelization of DICE 1n 2002

e Random sampling I—ILI—I

points are distributed
into workers wli w2z ws wa

e Efficiency of
parallelization is very nl | n2 | n3 | n4
good

e Data Parallelism

method | I I I
e |t was presented at

ACAT 2002 at Nsample = n1 + n2 + N3+ n4
MOSCOW
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Parallelization of DICE 1n 2005

e Hypercubes are |
distributed into Regular Integrand
processors (workers). sampling evaluation

® The results are L l ooo .. ooooooooooooooooooooooo .o:

. [
gathered to the root : [%5 ‘R;ndo'mﬂz evalaatior
process (worker 1). : || sampling

: - .|, .
. [~ v = .
e The root process B Ey— Inteigra}[pd
scattered the results : || sampling SValuation |
to all Processors. '............* ......... Peoocecceccacanns oo
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Efficiency Measurement

e Environment : PC cluster
— CPU : Xeon dual 3.06GHz, 8 systems
— Memory : 2GB
— Switch : cheap 10/100 /1000 switch

— Compiler : Zusr/local/mpich-
INtel81/bin/mpif77

- MPI Bandwidth : 56.79 MB/s In average
(by 10 times measurement) by using MPI
send-receive. Data size = 1MB

F.Yuasa at ACAT 2005

10



Efficiency Measurement
using Physics Problem

e'e” — uuy
W =70GeV, K, =100MeV

Naive Kinematics
— The Integrand has strong singularities.

# of dimensions is 4

# of random sampling points handled
by each worker is 100

Maximum # of workers i1s 8
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Efficiency of the parallelization
with expected error = 2%

Xeon 3.06GHz, non-parallelized DICE,
Required CPU time = 8704.84 sec

processors | CPU time elapsed speedup: speedup :
(workers) | [sec] time CPU time |¢€lapsed
[Sec] time
1| 8882.03 8894 1.00 1.00
2| 5179.62 6178 0.58 0.69
4| 3308.92 5011 0.37 0.56
8| 2394.32 4863 0.27 0.55
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Efficiency of the parallelization
with expected error = 1%

Xeon 3.06GHz, non-parallelized DICE,
Required CPU time =2 /3 : 4 : 44.34 (183884.34 sec)

processors
(Workers)

CPU time
[sec]

elapsed
time
[sec]

speedup:
CPU time

speedup:
elapsed
time

2

109401.92

134377

0.59

0.73

A

69676.01

108234

0.38

0.59

8

51056.55

103126

0.28

0.56

Ref. VPP500 1PE (1.6 GFLOPS), vectorized DICE,
Required CPU time =1 /720 : 56 : 26.21 (161786.21 sec)

(measured in 1998)
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Summary

We parallelized DICE by MPI
The hypercubes are distributed to workers

Efficiency measurement has been done with
naive Kinematics for e‘e” — uuy

The wall-clock time was reducec

We believe that further more reduction of
the wall-clock time will be possible with
applying the load balancing algorithm
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